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I ntroduction

This publication contains five papers that were written as a part of the GEF project, The
Economics of Greenhouse Gas Limitations. The main goal of the project was to assess the
greenhouse gas reductions and incremental costs of mitigation options in Ecuador, Argentina,
Senegdl, Mauritius, Vietnam, Indonesia, Estoniaand Hungary. In addition, regional studies
were conducted for the Andean Pact nations and Southern Africa to assess various aspects of
regional co-operation in reducing greenhouse gas emissions. The GEF study also involved the
development of a methodological framework for climate change assessment, with a specia
emphasis on developing countries. These guidelines have been published in a separate
document, Economics of Greenhouse Gas Limitations: Methodological Guidelines (Hal snees et
al. 1999).

The papersin this publication focus on various methodological and policy aspects of greenhouse
gas mitigation at the sectora level, and are outgrowth of work performed on other parts of the
GEF project.

Thefirst paper introduces the GACMO (for Greenhouse Gas Costing M odel), developed by
Jargen Fenham at the UNEP Centre for Energy and Environment (UCCEE). In earlier
mitigation assessments performed by UCCEE in developing countries, it became clear that there
was aneed for an anaytical tool that could be used to eva uate the benefits and costs of awide
range of mitigation optionsin developing countries. This tool should be able to calculate both
the greenhouse gas (GHG) emissions reduction associated with different options, aswell asthe
average mitigation cost, for all kinds of GHG mitigation options. It should aso be ableto
combine the optionsin the form of an emissions reduction cost-curve, displaying the average
cost of reducing GHG emissions for anumber of different alternatives. The tool should aso be
transparent so that users could easily follow and understand the different calculations and,
finally, it should be easy to use. GACMO was developed to fulfil these needs. To date, the
model has been used in GHG mitigation assessments in Botswana, Zambia, Peru, Colombia and
Denmark.

The paper in this publication describes the structure of the GACMO model. It also provides
directions for usersto implement the model in ng various mitigation options. Finally, the
paper contains an example that shows how the model can be used to assess the GHG reductions
and incremental costs associated with several hypothetical optionsin a devel oping country.

The second paper, by John M. Callaway (UCCEE) focuses on greenhouse mitigation in the
agricultura sector. It outlines amethodology for introducing market economicsinto the
assessment of options to reduce methane emissions from enteric fermentation in livestock.
Calculating the emissions reduction for these options is somewhat challenging because the
methane emission reduction is composed of two parts: @) the effect of the mitigation option on
methane emissions per animal and per unit of animal product, and b) an indirect effect due to the
reduction in livestock numbers, while holding production constant. The direct effect of most
optionsin this category is to increase the productivity of livestock, so that each anima can
produce more work, milk, or meat. In the process, methane emissions per animal actually
increase. However, methane emissions per unit of product decrease by alarger proportion than
the increase in methane emissions per animal. Therefore, it is possible to reduce the total
number of production livestock in order to satisfy agiven level of product demand. Assuming
that product demand remains constant, total methane emissions are reduced, even though
emissions per animal increase.



Existing studies of mitigation optionsin this field generally use estimates of current and
projected product demand and livestock numbersthat are derived independently. However, as
this paper shows, these mitigation options, which generaly involve changesin animal diets and
feeding practices, directly affect the costs of livestock individua producers. This, in turn, hasthe
potential to influence the market-clearing prices and output levels for these products, which also
influences the number of livestock needed to achieve these output levels. This suggests that
both base case and mitigation scenario projections of product demand and supply, aswell asthe
projections of livestock numbers should be methodologically linked to the costs of the
mitigation options and their impact on animal productivity.

The paper outlines aprocedure for this, by linking the costs of the mitigation options and their
effects on anima productivity to the estimation of market supply and demand curves for the
relevant product markets. This allows the calculation of the market-clearing product levels and
livestock numbersin all scenariosto be dependent upon the cost and productivity impacts of the
mitigation option. Using a hypothetica example, the paper shows how this methodological
approach might be used to assess the methane emissions reduction and incrementa costs of
feeding supplementsto dairy cattle in ahypothetical developing country. In addition, the paper
also outlines some of the challenges associated with implementing this type of mitigation option
in adeveloping country.

A vast amount of carbon is stored in terrestrial ecosystems. However, the amount of carbon
stored in these systems has been decreasing, largely due to deforestation in devel oping countries.
Thus, increases in greenhouse gas emissions from non-forest and forest sources can be offset to
some degree by reducing the current rate of deforestation and by creating new forests, either to
be conserved, or to act as the resource base for sustainable wood products or fuels. Thethird
paper in this publication, by Willy Makundi and Jayant Sathaye of Lawrence Berkeley National
Laboratory (LBNL) covers the mitigation of GHG emissionsin the forest and land use sectors.

The paper highlights the Comprehensive Mitigation Assessment Process (COMAP) moddl, a
model that was used extensively in a number of the GEF country studies to assess the impact of
various forest and land use mitigation options on carbon sequestration and mitigation costs. The
paper presents the rationale for the development of COMAP, as well as adescription of the
model structure. What is noteworthy about this paper isthat it containsinstructions about how to
use COMAP. It also presentstwo illustrative examples about how to use the model to evaluate
afforestation and aforest protection option.

This publication includes two papers that address greenhouse gas mitigation in the transportation
sector by Roger Gorham of the World Bank. The transportation sector is often dealt with asa
part of the energy sector. However, these two papers underscore the importance of taking amore
focused view of the transportation sector. This is because the mitigation options are qualitatively
different from many of those in the energy sector and, more importantly, because the underlying
economic motivation of the many different actorsin the transportation sector are quite different
than in the energy sector.

Thefirst paper examines various methods for estimating the greenhouse gas reductions and costs
associated with mitigation optionsin that sector. It presents a conceptual framework for
characterising the behaviour of economic agentsin the transportation sector that givesrise to
variationsin different technology and fuel choices, modal choice, and activity levels of the



different transportation modes. It then shows how transportation decisions regarding these
factors can be parsed out into amodel of transportation emissions.

In many mitigation studies, the options for reducing greenhouse gas emissions are treated as if
they were, essentially, projects. Given this approach, it often appears that the only requirement
for implementing these optionsisto find the prerequisite financing. Thisisin keeping with a
traditional view of development financing. The second transportation paper, aso by Roger
Gorham, takes a different perspective. It explores domestic policy options that will induce
different economic agents in the transportation sector to make choices that will result in lower
greenhouse gas emissions.

The paper looks at nine different policy groups:

1. The cost of fuel consumption

2. Other costs of motor vehicle use

3. The conditions of road traffic

4. Public transport and other aternatives to road transport
5. Vehicle fleet production

6. Vehicle fleet demand

7. The built environment

8. Household / firm location choices

9. Public attitudes toward transportation

Asthe paper points out, many of these policies are complementary and reinforce each other so
that applied in concert, they would probably be more successful than each would individualy.
Within in each policy group, the study identifies anumber of possible specific policy options.
For example: to change the costs of motor vehicle use, for example, one might charge for road
use, charge for parking, or change the way insuranceis assessed. However, the purpose of the
paper isnot to identify al of the possible policy options. It is, rather, to show the possible
effects of the policy group on various factors that shape transportation energy consumption to
allow policy makers and analysts a clear view of both the intended and unintended impacts of
their decisions. Finally, the paper draws connections to conventional transportation goalsto
suggest ways that initiatives to reduce GHG emissions might be part of abroader transportation
policy agendain both developing and developed countries.






Chapter 1. Introduction tothe GACMO Mitigation M odel

Jargen Fenham, UNEP Center
1.0 Introduction

In connection to the UNEP Greenhouse Gas Costing Study for Zimbabwe that was finalised in
1993, there emerged a need for an anaytical tool that could be used to evaluate the benefits and
costs of awide range of mitigation options. The tool should be able to calculate the greenhouse
gas (GHG) emissions reduction associated with different options, as well as the average
mitigation cogt, e.g. in US$ per ton of CO, equivaent emission reduced, for al kinds of GHG
mitigation options. It should also be able to combine the optionsin the form of an emissions
reduction cost-curve, displaying the average cost of reducing GHG emissions for a number of
different dternatives. Thetool should aso be transparent so that users could easily follow and
understand the different calculations and, finally, it should be easy to use. The model, which
finally emerged from this exercise was the GACMO (for Greenhouse Gas Costing Mode!),
developed at the UNEP Centre for Energy and Environment. Stockholm Environment Institute
in Boston assisted in devel oping the macros. To date, the model has been used in GHG
mitigation assessmentsin Botswana, Zambia, Peru, Colombia and Denmark.

20 A Description of the GACMO Modd I nputs, Calculations, and Outputs

The GACMO model isan EXCEL spreadsheet notebook containing the following spreadsheets:
Main, Graph, Assumptions, Prices, Option 1, Option 2, ..., Option N.

The basisfor amitigation andysisis abaseline or reference scenario for the development of the
GHG emissions from the base year (e.g. 1990) until a“target” year, which is chosen by the user.
In the examples in this chapter the target year is chosen to be 2010 or the midyear in the first
commitment period 2008-2012 in the Kyoto Protocol to the United Nations Framework
Convention on Climate Change. In a perfect baseline thereis atota knowledge of the energy
services supplied in the different energy consuming sectorsi.e. the number of energy consuming
units and the annual energy consumption by each unit. Ideally thisinformation is needed to do a
good mitigation study for a country.

The mitigation scenario combines the emissions in the reference scenario with the changes (i.e.,
reductions) in emissions introduced by the various mitigation options being evaluated. For each
mitigation option, the technologies that deliver energy services in the reference option are
changed. A mitigation unit of emissions from these new technologies offsets a unit of energy
consumed in the reference scenario. A very important assumption that ismadein thisregard is
that the level of energy service delivered by the reference option and the mitigation option does
not effect the demand for the energy service. In other words, thereis no change in the level of
energy service demand when the new technology is introduced, e.g. the temperature in the room
is kept constant, or the amount of person-km transported isthe same. Here it can sometimes be
difficult to draw the borderline between what is changed and what is unchanged. There can aso
be some welfare changes, e.g. usage of time, which are difficult to quantify. When an electricity
saving option isanaysed it isimportant not only to include the change of the appliance using the
electricity but also the reduction in the demand for investment in new power plant capacity (and
maintenance of the new capacity).



The structure of the mitigation optionsin the different sectors variesalot. It isimpossible to
describe them al in the same standard format. Therefore aflexible representationisused in
GACMO for the options. Table 1 shows the standard template, which is created when the user
wants to start working on anew option. The templateis created with formulas in some of the
cells. The user hasto insert datain other cells. The main elements are the following:

1. Onthetop left linein Table 1 the name of the mitigation option is written. The model uses
this name in the first column in Table 4; therefore the name should not be too long.

2. Totheleftin Table 1 are two boxes. In the upper box the total annual costs for the reference
and the mitigation option and the increased cost of the mitigation option is calculated. The
costs congist of three components: (1) the investment (to be inserted by the user) levelized
over the project life using the discount rate in the spreadsheet “ Assumptions”. (2) The annua
operation & maintenance cost (to be inserted by the user) and (3) the fud costs calculated by
multiplying in the cells“Total fuel use” (in the cellsto theright of the boxes) with the
appropriate fuel prices from the spreadsheet “Prices’. The modd doesthis.

3. Inthelower box the emissions of greenhouse gasesis calculated. The modd again usesthe
cells“Total fuel use” and multiplies them with the appropriate emissions factors from the
“Assumptions’ spreadsheet (IPCC emission factors in kg/GJfuel are used as default). In the
lines with the names “Fuel CO,, Fuel N,O and Fuel CH, “ the unit istons of gas emitted,
whileinthe next line“Total CO, equivalent” the sum of the emissions of CO,, N,O and CH,4
is multiplied with their Global Warming Potential from the “ Assumptions’ spreadshest. If
thereisa GHG emission not originating from the combustion of fossi| fudls, the user hasto
insert an extralinein the bottom box, e.g. leakage of CH, in alandfill option, and adding this
emission to the formulasin the total line.

4. Finally theincreasein annual costsis divided by to reduction in total GHG emissionsin
order to calculate the cost/ton CO, equivalent. This number is transferred to the second
column of Table4, forming the “y-axis’ of the cost-curve.

For each mitigation option, a“unit” measure for the new technology has to be defined. The
penetration of the mitigation option in the country is measured in the number of these units. As
showninthethird columnin Table 4, aunit can be: arefridgerator, abulb, alandfill, aMW,

etc. Since the calculation can be done for a project consisting of a certain number of units, an
extraline in the emission box cal culates the “tons of CO, equiv. Reduction/unit”. This number is
transferred to column four in Table 4, forming one of the basis inputs for the “x-axis’ of the
cost-curve.

Totheright in Table 1 the inputs and assumptions for the option are shown, at the top for the
mitigation option and at the bottom for the reference option. It isvery important that the user
show all background cal culations down to areasonable level of detail, so that it is easy to
understand for areader.

At the top of the inputs for both the mitigation and the reference option, the name of the
technology iswritten. Below that the energy form used by the technology is chosen in the drop-
down menu, which ensures that the total annual fuel consumption calculated below ismultiplied
with the correct GHG emission factors and correct fuel prices. Below the drop-down menus the
user should enter the annual fuel consumption for one technology unit. Hereit has been
necessary to enter flexibility in the model. The user should insert the lines needed herein order
to show clearly how the annual fuel consumption is calculated (production information,
consumption in weight/volume, densities, calorific vaues, efficiencies etc.) and enter the result
inthiscell. The model will then multiply with the number of units, entered below, by the fuel



consumption and calculate the total fuel usein the last line, from which the modd calculates the
annual fudl costs and GHG emissions as mentioned before.

For some types of mitigation options additional lines may be required for a clear description of
how the investment cost and operation & maintenance cost iscalculated. The annual O&M cost
Is e.g. often calculated as a percentage of the investment.

Table 1. Standard template
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It isimportant to understand that the template shown in Table 1 can not be used for end-use
options associated with conservation of dectricity. The reason isthat the changesin the end-use
implies achange in the electricity supply system, with hasto beincluded in the calculation.

For electricity conservation measures, the electricity saving templatein Table 2 isused. The
templateis equa to template 1 with some changes and afew elements added. 1n the upper box
with the cost ca culation, two lines have been inserted representing the levelized investment cost
and O&M cost for the reference power plant, where the electricity is assumed to be produced.

In order to calculate the total annud electricity use for the mitigation and the reference option,
the user must enter additional linesto the right of the boxes, enough to calculate the annual
electricity consumption of the units based on the power consumption of the units.

Below theseinputsin Table 2 is an additional block of lines describing the reference power
plant. Theinvestment in USY¥kW entered here is discounted using the same discount rate,
employed throughout the modd for dl options, and the lifetime of the power plant, entered
below. The percentage, entered below, for the reference power plant O& M cost is multiplied
with theinvestment in the cost box. The amount of fud used at the power plant isthen
calculated by dividing the annua electricity use by the power plant efficiency and the efficiency
in the power transfer seen below. The capacity saved is reduced by the capacity factor. The
model calculates the GHG emissions from the power plant and the fuel costs by using the
emission factors and fue pricesfor the fuel chosen in the drop-down menu.

Theinformation for the reference power plant is copied from the “ Assumptions’ spreadshest.
The modelling assumption behind using a reference power plant in the calculation isthat the
eectricity saved in the future impliesthat size of afuture power plant can be reduced. If the



electricity capacity expansion plan in the country assumes constructions of power plantsusing a
mix of fuel, afuel with the name“mixfuel” can be used. The user hasto define this mixfuel in
the “Assumption” spreadsheet as a percentage mix of fuels.

Table 2. Template for eectricity saving
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The normal way to introduce a new option in GACMO is to press the button “ Add” at the top of
the“Main” spreadsheet. The macro connected to this button, first, sorts the reduction optionsin
Table 4 by increasing order of reduction cost (column 2). Then the add-option dialog box in
Table 3 isshown on the screen. At the top line in the box the user writes the name of the option.
Thistext iswritten in the top left of the new option spreadsheet, which the model creates when
the OK buttonin Table 3ispressed. The names of the reference and the mitigation technology
should be entered and the fuels chosen in the two drop-down menus. If one of thefuelsinis
chosen to be eectricity, the model usestemplate 2, otherwise template 1 will be used.

After creating a new option spreadsheet the macro connected to the OK button aso inserts a new
lineinthe“Main” spreadsheet with the results from the new option.

Table 3 Add option dialog box

Option Description: ||
— Reference technology...

|| Coal Power Plant Fuel: | Fueloil j

— is replaced by...

||Gas Power Plant Fuel: INaturaIgas vi

OK “ Cancel “

As mentioned above, Table 4 contains the information necessary to construct the cost curve.
The values in the second column are the y-values of the points on the cost curve. The x-values
can be in ether column 7 or 8 depending on whether the user want to show the cost curve for

8



reductionsin million tons of CO, equivaents or in percentage reduction of the total emission of
the country at the target year. The user hasto insert thisvalue at the bottom at Table 4. Likethe
annual reduction cost in column 2 the model also transfer the emission reduction per unit in
column 4 to the “Main” spreadsheet from al the option spreadshests.

In order to calculate the total emission reduction in the target year, the user must introduce the
number of technology units penetrating into the system until the target year (2010 in Table 4) in
column 5 and write a short and understandable unit name in column 3. The model will then
calculate the total emission reduction for the option in column 6 by multiplying the reduction per
unit by the number of mitigation units introduced. Since the x-values on the cost curve represent
the cumulative reduction of CO, equivaentsthisiscalculated in column 7. Finally, the
cumulative percentage reduction is calculated in column 8 by dividing column 7 by the total
emission at the bottom of the table.

The same discount rate is used for al options, and the user can do a quick sensitivity analysis by
changing the discount rate in the “ Assumptions’ spreadsheet. In the examplesin this chapter a
discount rate of 10% was used. However, the examples are from different countries with
different assumptions on fud price projections.

Instead of using the “Add” button in the “Main” spreadsheet, it can sometimes be faster to copy
an existing option spreadsheet and make some changes in the copy, if another option with many
similarities aready has been made. However, in this case, the user must remember to insert a
new lineinthe“Main” spreadsheet, in order to capture the results from the new option.

Table 4. Example of the sheet “Main” in GACMO
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On the “Graph” spreadsheet the cost curve is drawn automatically by the model. By using the
drop-down menu the user can choose between a cost curve with an x-axisin the unit of tons of
CO; equivalents reduced or in percentage reduction. The graph is updated both when the update
button and the drop-down menu for choosing the curve type are pressed (see Figure 1)



30 Examplesusngthe GACMO mode

In the following two examples of how to use the GACMO mode are shown. Both are mitigation
options for the hypothetically country study shown in Table 4. The vaues used for the options
are only indicative and the size of the key parameters will vary from country to country.

In many cases the templates created by GACMO have to be changed quite alot by the user,
before a reasonabl e picture of the option is created, especially for transport options. Table 5
shows an example of thiskind, wheretemplate 1 isused. A ssimple mitigation option in the
transport sector, where one taxi is changed to run on natural gasin stead of using gasoline as
fuel.

Theinvestment part is rather smple. It consists only of an investment in the mitigation option
of 2000$ for anew engine and a natura gasfuel container etc. as mentioned in the notesin the
example. The extrainvestment in the natural gas distribution network is assumed to be
proportiond to the fuel consumption, and 30% is added to the fuel cost for the mitigation option
to cover this cost.

In order to calculate the cell in the template 1 named “Total fuel use” for the reference option the
user has inserted new lines with the annual distance cover by the taxi, the specific fuel
consumption (km/l), the fuel density and calorific value. For the mitigation option the same
information is given for natural gas. The way the model calculates the GHG emissions was
changed in this option, because the user wanted to use emission factors for transport in the unit
gGHG/km in stead of kKgGHG/GJ. Therefore three new lines was inserted for these emission
factors.

Table5 Example: Natural gastaxes

Oaslnxins

Costs m LISH Mingshon  Fefemence neresse|  The mitigatlios opon:
Toial wresirma il S0 a I | Techaclog Hanial gas kedes
FFrajas W i aie) ] 50 18 | Fuis Fomeon il :I
A, Lerssal gl imse-simand hilth 11 L2t B | Humsbir ol Unis 1 T
A O 10| Imesstmamion car changs A
A Fuslhoost 11134 128 -1959.1 | Mugss deswibubion cost 0% ol g el oo
Totsl mnnvwesl cost 1640 5 iz =1471.4 | Spechicusl consmphon 148 b=im3
Agiesl ElancD om0 ks
Ann. Emissioss {lone] kigshon  Peference  Peduchon| Calonfic velue 19 MAmE
Fusl COZ 11.57 74 30 1231 | Tional Fuel Ls P15 6 Oudfr'ead
il 20 [ oo LD | L eemission factor 113 ke
Fusl CH4E i1 ] [ e DG | HID emmsion lssor 0ns g
T oisl C02 @b 1343 24 57 11.14 | CH4@misson fmcor 0F gk
Tonae T8 rech) chion)uni 19,14
la replacing the Roderence oglios
USHAon D02 equivelent -132.08 | Techaology Garolng s
Fiiad [reoy oy -
rotan Humbar o Linds =L
Tasias fid | T iim rusing on ok & naiuell ga Spacific hial Bon ki inglon B kg
A ps angne and &tiel coslmnor sic. ane nelod Aarveel distarcn EED e
Fusl darak, .78 JiDg
Calomic value {310 GuJE
Tiotwal Fuel Lz S22 Gl
OOF @i b=ihon Mo 70 oy
HA0 emmssion tscior 0mE gk
CHE @i gion Mo 007 gk

With these inputs the result (of cause heavily dependent on the fuel price projections and the
discount rate used) the result isareduction of 11.14 tons CO, equivalent with acost of —132.09

USS.
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Table 6 shows a second example of the use of template 2. It involves efficient lighting in the
service sector.

In office buildings 1000 incandescent |lamps are replaced with new energy efficient compact
fluorescent lamps. The investment is the cost of the lamp multiplied with 1000 lamp locations,
and the O$M cost isnot zero, sinceit is assumed that somebody is paid (0.18 US$/lamp change)
to replace the lamp after the 1000 hours and 8000 hours respectively. The project lifeisequal to
the lifetime of acompact lamp (8000 h = 5.5 years), therefore compact lamp is replacing 8
incandescent lamps over itslifetime.

The power consumption of the lamp is multiplied by its assumed daily usage time (4 h) and the
number of daysin the yearsin order to get the Unit eectricity consumption (in MWh/year). The
annual eectricity used is caculated by multiplied this number with the number of locations and
converting to the unit GJ.

Thelevelized investment and the O& M cost for the reference power plant is decreased for the
mitigation option compared to the reference option due to lower need for capacity dueto
electricity savings. The reference power plant is assumed to use cod. In the drop-down menu
the fuel “coal to power plants’ is chosen. The model operates with two different time series for
coal prices, one for power plants and one for industry, where some costs are added for the extra
transport and handling costs to bring the coal to the industry.

Table 6 Efficient lighting in the service sector

Effizient lighting

|Costs in US4 |Mtigefion Rolarencs  Increasa | The miigaton opteon;
Tolal s 17000 B0 Tachnaloogs Compact Muaressan lamps
| Progesct life [iears) 1 55 b5 | Costcdefl lamp 17 UsSy
Ann Lesalipad rsaciman 4173 1565 2212 | QaM (lamp changs) 0B USE
Ann. DER 45 754 -223 | Unitweiage 7
L&, iy, in proswer @lant 98¢ Lead -45k0 Ll us@ge 4 Fiurs
Pl porwer plart DER 124 TG -B02 | Lamp Wetime annn Baurs
Anin fualoos 249 1373 1124 | Uni elect. Cansumphan 00102 Mshiunigear
Tobal annusl ol ESE3 5240 4778 Mumbsar ol uniis 1000 hocaisn:
Annual el echicity used J6.6 Glbyear
Annaml amisaioms (homa) | Mhbgetion Felarescs Reduchon
Fusl (002 smiszian 0.2 GBS &3 s replacing the refemence oplion |
Fusd MO amissacn Eoon [1fi i aao Tachnaloogy ncernd sscerk bulps
Fusd CHE errmgsion o.onn 0.0 0nnt | Cosl of icand. lamg 1 USH
[Tiotel CO2 miguaselnt 1 10.3 i 40.5 | OdM [lamp cherge) 0ih UEs
Tona U2 ggued reckachioniunn N05) Lninwsings dM &
Deiby usmge 4 haurs
LI Mon COF aquavalant | -HE M1 L bhefims 1000 Fiurs
LIn# slecdy, Capsumplian DO5EY Mhiunisar
Murmksar of unils 1000 kocsbans
Mtas Arnipal glecincly usad Z10.E G
The oplion mssumes replscement al incandescent lemp s with
compact Huanescan lampe. The We of #2 compact lamp Halerence powar plant:
i= tnk e ms the propEc] [isme. Irvesl in power glani 1000 USEEW
Poreer plant fus| Cial n power planks :I
Lila ime of poreer plant el e
(Capeaihy laEhoe 1604 Faurs
Elechic aficiancy 0.4
Eladincy vanslan eses ns
Fef. power plent D& e0%

The “Prices’ spreadsheet contains al the fuel pricetime series for the main fuels. Since the cost
curve covers al mitigation options penetrating into the system until the target year (here 2010)
and since there is assumed no information of when the mitigation options are introduced in the
period, the mode calculates an average fuel price over the period. Thisisdone by calculating

11



the net present value of the fuel cost over the period, and then levelising this net present value
over the period.

In Figure 1 the cost curveis show, illustrating the resultsin the “Main” spreadsheet in
Table 4. The user has chosen to show the results as the costs versus the percentage reduction in
the CO;, equivalent emissions.

Figure 1 CO, Abatement cost curve
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Chapter 2: Integration of Market Economicsin the Assessment of
Mitigation of Enteric Methane Mitigation Options|n Developing Countries

John M. Callaway, UNEP Centre
1.0 Introduction

This paper provides an example of how one might assess the mitigation of methane from enteric
fermentation in ruminant livestock in adeveloping country. The strategy to be assessed involves
Introducing strategic supplementation to improve the feed conversion efficiency of dairy cattle,
and thereby significantly reduce methane emissions per unit product from these livestock. The
example integrates the IPCC methodol ogy for cal culating methane emission reductions from
ruminant livestock within a conventional neo-classical economic framework for estimating
product (i.e., milk) supply and demand. The economic framework is used to estimate the effects
of exogenous changesin population, income, animal productivity and livestock feed costs on
milk production and consumption, milk prices, and the number of dairy cattle required to satisfy
the demand for milk. The IPCC methodology is then used to determine the change in methane
emissions as aresult of the change in animal productivity, the digestibility of feed and animal
weight, and livestock numbers. As such, this analysis departs from most existing livestock
mitigation studies in that the levels of production and animal numbers are determined
endogenoudy, within the economic framework, rather than treated as exogenous parameters that
one must forecast by other methods.

The example in this paper is hypothetical in that the much of the data used to characterise
economic development, mitigation costs, the characteristics of the livestock population, and the
effects of changesin feeding practices on feed digestibility and anima productivity are made up.
Nevertheless, the data were chosen to be indicative of conditionsin a developing country and the
results are in line with what might be expected in a developing country context, based on a
sampling of previous studies.

The paper isdivided into six parts. Following the introduction, Section 2.0 presents a brief
overview of methods for mitigating methane emissions from enteric fermentation in ruminant
livestock. Section 3.0 provides background information about the broad opportunities for, and
limitations associated with, reducing methane emissions in developing countries. Section 4.0
describes the integrated methodology for projecting livestock numbers, production, and methane
emissions reductions. Section 5.0 provides the data and assumptions used in constructing the
base case and the mitigation scenario. Finally, Section 6.0 presents the results of the mitigation
analysis. Appendix A containsalisting of the computer code used to generate the economic
results for the example.

20 Strategiesfor Reducing M ethane Emissionsfrom Enteric Fer mentation

Methaneis produced in herbivores as a by-product of enteric fermentation, a digestion process
by which carbohydrates are broken down by microorganismsinto smple molecules for
absorption in the bloodstream. Both ruminant animals (like cattle and sheep) and some non-
ruminants like pigs produce methane. The amount of rel eased methane depends on the type, age
and weight of the animal, the quality and quantity of the feed and the energy expenditure of the
animal.
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Methane emissions per anima can vary widely —from 50 I/day to 500 I/day — depending on the
above factors. However, under awide variety of every day conditions, these emissons are a
relatively constant fraction of the diet consumed, about 6% of diet energy or 2% of the diet by
weight. Most of the options used to reduce methane emissions from ruminant livestock focus on
decreasing the feed intake required per unit of product — milk, meat and work — by means of
simultaneous improvementsin diet quality and animal productivity.

The effectiveness of this strategy is based on shifting feed intake from maintenance to
production. The feed required to maintain livestock is approximately the same for alow
producer asfor a high producer. However, when productivity isincreased, the proportion of
feed going to maintenance is reduced, and methane emissions per unit of product decrease. For
example, for a400-kg dairy cow an increase in productivity from 2.2 to 4.4 kg/day can reduce
methane emissions by 40% per kg of milk. This meansthat one can produce the same amounts
of milk, meat and work asin the base case from fewer animas. By cutting the herd size, while
maintaining production at base case levels, methane emissions are reduced.

The range of options available for reducing methane emissions from enteric fermentation in
ruminant animals include:

1. Mechanical and chemical feed processing. These measures generally involve chemica
treatment of straw, using alkali/ammoniaand chopping of low quality straw. Assuming that
feed digestibility isincreased by 5%, methane emissions per unit of product may decrease
around 10 to 25% depending on management practices.

2. Strategic supplementation. These options include using molasses/urea supplements, rumen
bypass product, bioengineering of rumen microbiota, and mineral supplements. Using these
methods can reduce methane emissions by 25 to 75% per unit of product.

3. Enhancing Agents. Methane emissions per unit of product can be reduced substantially by
using bovine somatotropin, anabolic steroids, and other agents.

4. Genetic Improvement. Crossbreeding and upgrading (especidly in developing countries), as
well as genetic improvements in the stock and genetic engineering are among the methods that
can be used to increase animal productivity.

5. Reproductiveimprovement. Methods that improve animal productivity indirectly reduce
the numbers of animals needed to produce offspring, and this leads to reduced methane
emissions However, there are direct measures which can achieve the same result, including
twining, embryo transplants, artificial insemination, and estrus synchronisation.

3.0 Background: Mitigation Opportunitiesin Developing Countries

According to IPCC (1992) estimates, domesticated ruminant animals are the second largest
source of globa methane emissions, accounting for around 15-20 percent of total methane
emissionsworldwide. In many developing countries, rura and urban populations are highly
dependent upon ruminant animals for food and milk, and in many developing countries,
ruminant animals are the primary source of draft power. In these countries, methane emissions
from ruminant animals may constitute half, or more, of total methane emissions. Thus, the
livestock sector in developing countries represents an important potential target for mitigating
methane emissions.
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31  Opportunitiesfor Methane Mitigation

One need only look at the statistics on production and methane emissions per unit product for
dairy cattle (Table 1) to understand the potentia for reducing methane emissionsin developing
countries through better feeding practices and improved animal husbandry. For example,
mature dairy cattle in North America produce about 14 times as much milk, on average, asdairy
cattlein Africaand the Middle East. By contrast, diary cattlein North America produce only
3.28 times more methane per head. Thus, methane emissions per kg of milk are roughly 75%
([.0176-. 0758]/. 0758) lower in North Americathan in Asia, asignificant difference.

Table 1. Comparative Regional Estimates of Milk Production, Enteric Methane Emissions per
Head, and Enteric Methane Emissions per Unit of Milk for Dairy Cattle

Region Ave. Milk Production Emissions Emissions per kg

kg/head/yr kg/head/yr Milk
Kglyr

North America 6700 118 0176

Western Europe 4200 100 .0238

Eastern Europe 2550 81 .0318

Oceania 1700 68 .0400

Latin America 800 57 .0713

Asa 1650 56 .0339

Africaand Middle 475 36 .0758

East

Indian Subcontinent | 900 46 .0511

Source: IPCC, 1997. Computed from Table 4-4, p. 4-11

3.2 Barrierstolmplementing Mitigation Optionsin Developing Countries

However, while the figuresin Table 1 are indicative of the potential reductionsin methane that
can be achieved by better feeding and animal husbandry practices, it would be wrong to assume
that the results from devel oping countries can easily be applied in developing countries. There
are anumber of reasons for this, many of them related, generally, to the problems of improving
productive efficiency in subsistence agriculture.

In many developing countries the majority of livestock are held by owners of small farms,
operating at a subsistence or near-subsistence economic level. These individuals may own less
than 5 mature animals, used for multiple purposes — as draft animals, for milk production, to
produce calves for daughter, etc. The products from these animals are consumed by family
members, although a small portion of production may be sold in local markets. Under these
conditions, improving productivity may make sense in some cases, for example to increase milk
production for family use. But in other cases, such aswith draft animals, improving productivity
on small holdings frequently has no economic justification, because the existing demand for
work can be met by the existing animal's, maintained for most of the year on alow quality diet.
But even if thereis an economic rationale for improving productivity on these types of farms, in
many cases it will be impossible to reduce anima numbers to achieve methane reductions. This
Is because the herds are so small and cash to buy these products in the market is scarce.
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Cash constraints in subsistence farming are al so important because improving feeding practices
and animal husbandry comes at acost. Whileit isclear that the benefits of improving livestock
productivity often outweigh the costs, the low levels of household cash income often make it
impossible to realise these opportunities. At the same time, the same cash constraints on the
demand sidein the local economy also make it difficult to increase animal product supply, since
the markets for these products are quite thin.  These problems are compounded by the fact that
the marketing and distribution systems required to sustain aviable trade in animal products,
even within the domestic economy, are poorly developed in rura subsistence economies.
Without ahigh level of certainty that perishable products can be marketed and sold at profit,
incentives to spend scarce cash to improve animal productivity are extremey limited in
subsistence economies.

There are also information problems. While changes in feeding practices and diet that improve
animal productivity provide economic and sustainability benefitsin their own right, information
about these practicesis not widely available in developing countries. Also, farm extension
systems, if they exi<t, in many cases are not able to get thisinformation into the hands of small
farmersinrura areas. Recent interest in climate change has accelerated research in developing
countries about the best practices and diets appropriate to improving animal productivity and
reducing methane emissions. However, for mitigation programs to be effective they must
include action plansto teach farmers how to apply new practices and use new diets. Lack of
Information and the systemsto deliver thisinformation to many small rurd farmersis
compounded by the problem that it is often difficult to get small rural farmersto change their
traditional practices, even if economic conditions are right for doing so. Thistype of inertia, to
the extent that it is present, islikely to require more emphasis, and spending, on extension
programsin order to convincingly demonstrate the benefits of changing feeding practices and
animal husbandry in subsi stence economies.

Finaly, evenif: @) theright information is available a the loca level, b) farmers have the cash to
purchase the inputs required to improve animal productivity, and ¢) markets and distribution
systems exist to ensure that farmers can make a profit from their activities, the incentivesto
reduce the size of animal herds at the individual farm level, and thereby achieve methane
reductions, may be mixed. In developed countries, like the US, reductionsin herd sizes have
been the result of economic forces in well-devel oped, fairly competitive markets. Increased
productivity in the US, for example, led at first to “over production” and lower livestock product
prices. Over time, as productivity has increased, herd size has fallen in response to these
narrower profit margins. In the process, the number of livestock operations, especially in the
dairy industry, has dropped while the size of these operations, in terms of the number of
livestock, hasincreased. In the context of subsistence farming, long term devel opments may
take the same general trends, and reductionsin methane emissions can be expected as a natural
outcome of the evolution from subsistence to commercial livestock economies. However, inthe
short run, increasing productivity may not help subsistence farmersif it leads to reduced prices,
and cutting herd sizeis often infeasible, given the small numbers of animals on each farm.

3.3  Screening Criteria

Given these types of limitations, it is hecessary in most cases to develop screening criteriain
order to target the best opportunities for enteric methane mitigation options in developing
countries. Based on the work of Bowman et al. (1993) in Tanzania, we suggest the following
criteria
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The characteristics of target livestock:

1. A large bovine population of which ahigh percentage of animas arein production;
2. Lessthan optimal current production from these anima's due to poor nutrition.

The characteristics of the farmers who manage these cattle:

1. Reiance upon the sale of animal products as the primary source of farm income;
2. Established linkages to an animal product marketing networks,
3. Access to feed inputs needed to improve production.

These criteriamay be somewhat restrictive in that their application will limit the size of the
target population of farms and animals to which mitigation measures can be effectively directed.
The dternative isto target the larger population of animals where these characteristics are not
present. However, in doing so one would have to devel op a strategy for market transformation
and include the costs of programmes to achieve this transformation in the cost of the mitigation
strategy. Thisisan unrealistic option, as such.

40  Methodology

The methodology used in this exampleisdivided into two parts. Thefirst part involves
projecting the demand for milk and the number of livestock required to produce that amount of
milk for the base case and the mitigation scenario. The second part consists of the methodol ogy
to predict the methane emissions associated with the projected levels of milk demand and
livestock numbers.

41  Economic Methodology

Most existing studies of enteric methane mitigation options focus on the dietary aspects of the
problem and on the trand ation of changesin diet into changesin methane. The economics of
changing livestock diets, if it istreated at al, it istreated from the farm, as opposed to the market
(Bowman et a. 1993, Bowman et a. 1992). That is. the economic costs and benefits of
changing feeding practices are estimated for atypical livestock operation, assuming that changes
ininput costs and production do not affect market prices for livestock products. Assuch,
economics does not really enter into the projection of future product demand. Instead, the level
of future product demands are extrapolated from existing trends in popul ation growth and
income, without reference to the possible impacts of changesin diet on future market prices.

The problem with this approach is that it neglects the effects of changes in feeding practices,
directly and indirectly, on future product prices and the inter-relationship between market prices,
popul ation and income growth, and production levels. Thisisnot aserious problemif the
demand for milk is not very price responsive and the changes in production that are anticipated
aresmall. However, these are empirical, not theoretical issues.

[llustrative Example
Figure 1 can be used to illustrate the problems of projecting the market demand for milk. In this

figure the market demand curve for milk in the base period is shown as D1 and the
corresponding market supply curve for milk isS1. We assume that the market demand for milk
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(Q% isafunction of the market price of milk (P), population (Pop), and income (Inc). Wecan
write this expression as alinear function:

QY= Ao+ AP+ AsPop + Asinc (1)

where the parameters A, A,, and Az measure the linear effect of aone unit changein P, Pop,
and Inc, respectively, on the quantity demanded, Q°. The parameter, Ao, or the intercept term,
indicates the leve of product demand, when the other variables on the right-hand side of the “="
expression are al zero. In this case, we assume that an increase in milk price reducesthe
demand for milk (i.e., A1 <0). Thus, thedemand curve is downward doping. We assume that
increases in the last two variables, income and population, have the effect of increasing the
demand for milk and shifting the demand curve to the right, for exampleto D2. Thus, A, and A3
> 0.

We assume that the amount of milk supplied to the market (Q°) isalinear function of the market
price of milk (P) and the unit (milk) cost of feeding cattle, which we expressas F/Y|d, where F
isthe average cost of feeding asingle milk cow and Y1d is ameasure of the average daily yield
of milk cattle. This expression can be written as.

Q°=Bo + B1P + Bx(F/YId), (2

where the parameters B; and B, measure the linear effect of aone unit change in the price of
milk and the unit (milk) cost of feeding cattle, respectively, and By isthe intercept term.  Inthis
case, we assume that B; > 0, meaning that an increase in the price of milk increases the amount
of milk supplied to the market. Anincreasein the unit cost of producing milk, on the other
hand, has the opposite effect, reducing the amount of milk supplied to the market, and shifting
the supply function to the left, for exampleto S2. So, B, < 0. Note, however, that the unit
(milk) cost of feeding cattleis composed of two terms, the average cost of feeding a cow, F, and
the average daily milk yield, Yld. Anincreasein F, holding YId constant, resultsin a decrease
in Q% however anincreasein YId, holding F constant, reduces the unit (milk) cost of feeding
cattle and, thus, increases production through a shift in the supply curve to the right, for example
to S3.

The selection of the variables F and YId and their trandation into asingle expression in the
supply function is not arbitrary. First, there isan underlying theoretical rationale for putting
Input costs into the supply function for acommaodity (Silberberg, 1978). Second, these two
variables are likely to be the ones most directly effected by mitigation options that involve
improving the nutrition of cattle. In particular, the use of dietary supplementsto improve
nutrition and animal productivity will result in both higher average costs of feeding cattle and
increasesin average daily milk yield. Therefore, to effectively model the market supply of milk,
both terms should be included in the supply function. Expressing these two variables as the
ratio, F/Yld, hasthe effect of combining these two variablesin atheoretically correct manner in
asingle term that represents the unit (milk) cost of the mitigation option'!

In the market depicted in Figure 1, both the market production level of milk (Q) and the market
price of milk (P) are determined endogenoudy solving equations 1 and 2 for Q and P. The base
period market price-quantity equilibrium is determined by the intersection of the D1 and S1

! For exampleif F isexpressed in $/animal and Y d is expressed in kg milk/animal, then combining the two termsin
theratio F/Y|d gives aresult expressed in $/kg milk.

18



curves, where Q°= Q° at the market clearing price P. At this equilibrium the market clearing
priceis P11 and the market clearing level of milk production is Q11.

Figurel. Supply and Demand for Milk

Milk

Price

s2
s1

P22
P21
P23
P11

D2

D1

Q11 Q22 Q21 Q23 Milk Production

Now let us assume that an increase in population and income, over time, result in a shift in the
demand curve from D1 to D2. For any given market price along this new demand curve, more
milk is demanded than aong the original demand curve, D1. How will improving the diet of
cattle effect the future level of production in the market, given achange in the average cost of
feeding cattle and average daily milk yield?

Three different scenarios are depicted in Figure 1, asfollows:

1. Supply Curve S1 —F and YId increase by the same percentage,
2. Supply Curve S2 — F increases by a greater percentage than Y|d,
3. Supply Curve S3-YId increases by a greater percentage than F

In Scenario 1, the supply curve does not shift at al because the unit (milk) cost of feeding cattle
does not change. In this case, both the market clearing level of production, Q21, and market
price, P21, increase relative to the base case. In Scenario 2, the supply curve shiftsto the left
because the unit (milk) cost of feeding cattle increases. Asaresult, the market clearing level of
milk production fallsto Q22 relative to the base case, while the market price of milk increasesto
P22. In Scenario 3, the supply curve shiftsto the right because the unit (milk) cost of feeding
cattleislower than in the base case. Asaresult of this shift, milk production is higher at Q23
than in the base case and all of the other scenarios, while the market price, P23, islower than in
the other scenarios, and only dightly above the base case price. A relatively larger increasein
YId, holding F constant, would result in even higher milk production in the market and alower
market price. Obviously, Scenario 3 isthe most beneficial from the standpoint of economic
development and consumers.

The preceding illustration and discussion highlights the difficulties of projecting livestock
product output for use in a mitigation assessment, and draws attention to the need to try to
introduce a bit more economic rigour into the assessment of these options. However, the
graphic analysis needs to be expanded to show how the problems illustrated above might be
overcomein practice.
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Estimation of Milk Supply and Demand Equations

To project the demand for milk in the base case and in various mitigation strategies, it isfirst
necessary to estimate the parameters of demand and supply equations, like those shownin
equations 1 and 2. In carrying through our example, we will assume that linear demand and
supply equations are appropriate functiona formsfor the analysis. Thissmplifiestheanaysis
for the sake of exposition and the steps that one takes to implement the economic methodology
for other functional formsis not any different than in the linear case.

To estimate the parameters (the A and B terms) in equations 1 and 2, one needs to have time
series, or cross-sectional, data for al of the variablesin the two equations, consisting in this
example of observations on:

* Milk production

*  Milk consumption

*  Market prices of milk

» Population levels

* Incomelevels

» Average cost/animal of feeding milk cattle

* Averagedaily milk yield.

The most important aspect of the data development involves targeting the correct production
system. Asdtated earlier, the most opportune mitigation strategies and those that are likely to be
most effective involve the market sector of livestock production. Therefore the data on milk
production, average cost of feeding livestock and milk yields, in particular, must be relevant for
the sector that has been targeted for the mitigation strategy. However, this sector may constitute
less than half the milk production in the country as awhole, and represent an even smaller share
of livestock holdings.

One strategy for getting around this problem, as far as data on total production and consumption
are concerned, is take advantage of the relatively dow growth in most devel oping countries of
the subsistence part of the livestock sector and the fact that livestock production in this sector is
relatively insensitive to market price fluctuations. If these conditions hold true, then it may be
possible to construct asimple mode to account for annua milk production/consumption in the
subsi stence sector from existing data on population, livestock numbers, and product yield from
subsistence agriculture, and then subtract these estimates from the annual estimates of total milk
production/consumption in the time series. Data series on the average cost of feeding animals
and average milk yields can be constructed from the same type of farm level dataused in
existing studies to estimate the cost and benefits of improved livestock nutrition.

The parameters of equations 1 and 2 can not be estimated directly by ordinary least squares
(OLYS), because the parameter estimates obtained from doing so are inconsistent (Johnston,
1974). Oneway to get around this problem isto estimate “reduced form” equations for the
equilibrium levels of production and market prices. The reduced form forms for equations 1 and
2 in this example can be found by setting Q° = Q% and solving for P and Q in terms of the four
exogenous variables Pop, Inc, F and Yld. The resulting coefficients on these variables are the
parameters of the reduced form equations, all of which are linear combinations of the parameters
inequations 1 and 2. Consistent estimates of the parametersin equations 1 and 2 can be found
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by solving a system of equations in which these parameters are expressed as linear combinations
of the reduced form parameters?:

For this example, we assume that the resulting estimates of the supply and demand equations
areasfollows:

Qd = -154.8961 — 9.6993P + 35.2619Pop + .4403Inc (3)
Q°=-375.1065 + 34.3643P — 2.2031(F/Yd). 4
The Economic Modd

The market demand and supply equations for milk in equations 3 and 4 can be used to project
not only milk production, but a so the economic costs and benefits associated with changesin
population and income, over time, and the mitigation scenarios (through changesin F and Yd).
To do this, one can use equations 3 and 4 to form a benefit function, which expresses the sum of
consumers’ and producers surplusfor agiven level of milk production. Consumers surplusis
measure of the net benefits which consumers receive from purchasing a good, as opposed to
doing without it, while producers’ surplusisameasure of the net benefits received by farmers,
as opposed to not producing the good. It isalso ameasure of the “quas rents’, or profits,
associated with production. The maximisation of consumers' and producers surplusyields
production and consumption outcomes that are consistent with profit maximising behaviour in
competitive markets (Just, Hueth and Schmitz, 1982). To form this benefit function, equations 3
and 4 are used to form the inverse demand and supply functions™

P=-15.9670 - .1031Q° + 3.6355P0op + .0454Inc (5)
P =10.9156 + .0291Q° + .0641(F/Yd) (6)

The sum of consumers and producers’ surplusisequal to the total willingnessto pay for milk
(TWTPw):

TWTPy :I (-15.9670 - .1031Q" + 3.6355P0p + .0454Inc)dQ ()

= -15.9670Q°- .1031 de + 3.6355Pop* Q7 + .0454Inc* Q

minus the cost associated with producing milk (PCost):

PCost = I (10.9156 + .0291Q° + .0641(F/Y1d))dQ°® (8)

<2

= 10.9156Q°+.0291Q% + .0641(F/Y1d)*Q°

% Infact, this particular system is“over-identified” because there are atotal of eight structural parametersin the two
reduced form equation, but only seven parametersin the two supply and demand equations.

3 These functions are derived from the parameters of the demand and supply functions, directly. The only difference
isthat the dependant variable isthe market price of the good and the quantity demanded or supplied isan
independent variable, along with the other exogenous variables.
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minus the investment cost (InvestCost) associated with the mitigation option, not reflected in the
additiona feeding cost. Thiswould include public investmentsin infrastructure, marketing, and
extension services required to ensure the effectiveness of the mitigation option.

The relationship between TWTP, producers and consumers surplus and PCost isillustrated in
Figure 2. This figure shows the same demand and supply curves for milk, asin Figure 1. The
market equilibrium (P*, Q*) is represented by the intersection of the demand and supply curves,
where the margina cost of producing milk, just equalsthe price at which milk is demanded.
Total willingness to pay for milk is ameasure of the gross benefits consumer receive from being
able to purchase milk a the price P*, instead of P°. This measured in money terms by the area
A+B+C. To calculate consumers surpluswe subtract the expenditure on milk (P*xQ*), or the
areaB+C, from TWTP, leaving the area A as ameasure of consumers surplus. Producers
surplusis equa to the revenue which producers receive from milk sales (P*xQ*), lessthe
variable production cost, PCost represented by the area C, leaving the area B as a money
measure for producers surplus. Thus, the sum of producers and consumers surplus, A + B, is
equivaent to TWTP minus PCogt, or A + B+ C—C = A + B. Thevaue of theinvestment cost
can not beillustrated in this diagram, because it is not a function of milk production.

Figure 2. Welfare Measuresin Milk Markets

Milk
Price

S1

D1

Q* Milk Production

Given the above definitions, the market model in the example involves solving for the milk
demand and supply levels, Q% and Q, that maximises the sum of consumers’ and producers
surplus (CS + PS):

Max CS+ PS=Max TWTP —PCost — InvestCost =
-15.9670Q"° - .1031 de + 3.6355Pop* Q° + .0454Inc* Q7 — 9)
(10.9156Q° + .0291Q52 +.0641(F/Y1d)* Q%) — InvestCost

Subject to:
-@=o. (10)

From this moddl, the market clearing price for each solution can be caculated using equations 5
or 6. In addition to providing the information to calculate the total surplus (CS + PS) and
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production cost, market profits can be caculated as P*Q — Pcost, and total livestock can be
estimated as Q%(Y1d*365). Thismode, dightly modified to include imports of milk and
processing capacity constraints, was programmed in GAM S and used to estimate milk
production, consumption, the number of dairy cattle, and the various welfare measures. A
listing of the mode is provided in Appendix A.

4.2  Methane Emissions M ethodology

The methodology to cal culate methane emissions associated with a given type of feeding
practice for an “average” milk cow in thetarget herd is calculated following the Tier 2
methodology for estimating enteric methane emissions in the IPCC guidelines for constructing
greenhouse gas inventories (IPCC 1997). This methodology is used in this example to calculate
methane emissions both in the base case and in the emissions reduction scenario.

M ethane emissions should be estimated for different groups, or sub-populations, of animasin
each of the targeted populations. For example, a specialised dairy production herd generally
consists of mature milking cows, some of which are pregnant for part of the year, calves, and
breeding bulls.

The methodology follows four steps, asfollows:

1. Step 1. Data Collection. The following data need to be collected to implement the
methodol ogy:

* Annua average number of animalsin the target sub-populations—thisis an out put of the
economic mode,

* Methane conversion rate — percentage of feed energy converted to methane, and

* Average daily feed intake.

» |If dataare not available for average daily feed intake, this can be calculated using the Tier 2
methodology in conjunction with the following datafor the target sub-popul ation:
* Average anima weight,

Average weight gain per day,

Milk production per day,

Average amount of work performed each day, for draft animals,

Percent feed digestibility.

2. Step 2: Estimation of Feed Intake. Feed intake can be estimated based on the feed energy
requirements of the different types of animals, using the data described above. The Tier 2
methodology uses the NRC (1984, 1989) methodology as a starting point. The 17 equations
that form this methodology can be found in the IPCC guidelines (1997) in Section 4. This
methodology first calcul ates the net energy requirements associated with maintenance,
growth, lactation, draft power, and pregnancy. Then, the net energy requirements are
trandated into gross energy through a second set of equations. The estimates of gross
energy requirements are used in the next step of the methodology to estimate emissions
factors for each animal sub-population.

3. Step 3: Estimation of Emissions Factors. Emissions factorsfor an “average animal” in
each sub-population are estimated using the following equation:
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Emissions (kg/yr) = Gross Energy (M Jday)* Methane Conversion Rate (afraction)*6.56 (a
constant conversion factor)

wherei is an index which denotes the sub-population.

4. Step 4: Estimation of Total Emissions. To estimate total methane emissions, the
emissions factors from the previous step are multiplied by the number of animasin each
population group, and then summed over al the sub-populations.

43  Methodology Summary
The methodology, presented here, can be summarised as follows:

1 Calculation of Base Case Emissions, Costs and Benefits (1998, 2010, 2030) —to
accomplish this we take estimates of population, income, the unit (milk) costs of feed, and
average daily milk yield for each of the three periods and enter them into the economic modd.
The economic model calculates:

e  Annua milk consumption/production,
* Herdsize,

* Totd surplus,

* Economic cogt,

e Profit,

*  Per capitamilk consumption.

Next we use the IPCC methodology to estimate gross energy requirements and methane
emissions for the dairy herd, given projected feeding practices, average daily milk yield in each
period, and the size of the dairy herd, as projected by the economic model.

2. Construction of Methane Mitigation Scenario (2010 and 2030) — thisinvolves
determining the impact of improved feeding over time (i.e. in 2010 and 2030), through the use
of strategic supplements, on:

* Averagedaily milk yield

* Average anima weight,

* Average weight gain per day,

*  Milk production per day,

*  Average amount of work performed each day, for draft animals,

» Percent feed digestibility,

» Unit cost of feeding cattle, and

» Publicinvestment in infrastructure, marketing and extension programs, etc.

3. Calculation of Emissions, Cost and Benefitsfor the Mitigation Scenario (2010 and
2030) —first, the economic model is used to forecast milk production, the size of the dairy herd,
and the associated costs and benefits (see 1, above), given changesin the unit cost of feeding
cattle and average daily milk yield, holding population and income constant at base case levels.
The IPCC methodology is then used in conjunction with the herd size estimate obtained from
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the economic model, and the scenario information (see 2, above) to calculate methane emissions
for the two periods.

4, Estimation of Emissions Reductions and the Costs and Benefits of these Reductions
(2010 and 2030) - Estimates of emissions reductions for 2010 and 2030 are estimated from 1
and 3 above. Further, we present the normalised costs and benefits for the emissions reduction
scenario from two different perspectives, asfollows:

» Changeintota surplus per ton of reduced methane emissions,

» Changein economic cost per ton of reduced methane emissions.

50 Characterigtics of the Base Case and Mitigation Option
The livestock sector country in this example is assumed to have three different farm systems.

An agro-pastora system, in which the farmers and their families move with their livestock in
search of pasture. The cattle held by these farmers are native breeds and are used as multi-
purpose animal s to produce milk and meat. An average family ownsfrom 5 to 10 animals.
Most of the animal products from these herds are consumed directly by the farmer, although
some milk is sold locally for cash when markets are within reach. Herds are maintained almost
entirely on low quality forage from grazing lands. Average milk production per head in this
system is about one to two litters per day.

Small, family subsistence farms, which exist within a private land tenure system. The small
cattle herds owned by these farmers consist almost entirely of native breeds, and are used to
provide draft power for the cultivation of subsistence crops, meat and milk for family
consumption. A “typical farmer” in this system own 3 to 4 multi-purpose cattle. Depending on
farm size and proximity to local village markets, some milk (approximatdy twenty-five percent
of total production) is sold locally in nearby markets, as conditions permit. Herdsare
maintained on a combination of low quality forage from unmanaged pastures and low quality
supplements in the form of straw and leaves, and thisis sometimes fairly low quality hay.
Average milk production is around two to three litters per day.

Intensively managed commercial livestock enterprises, consisting largely of improved or
crossbred dairy cattle. The average dairy farmer in this system owns about 20 mature dairy
cattle, though on some farms the number isover 50. Milk production from this part of the
sector meets about thirty percent of the country’ s average annual average milk consumption,
most of it originating in urban areas where population is heavily concentrated. However,
Improved dairy cattle in this type of economy will typically make up a much smaler fraction of
the nationa herd. Thisimbaance is due to the fact that dairy animals in the commercia herd are
much more productive than in other segments of the sector. Animals are fed on a combination of
improved forage and locally available supplements, and sometimes grain. Average daily milk
production from these herds can be as high as about 10 litters per day for cross-bred cattle to
about thirty litters a day for pure-bred cattle. Still, because many of the animals receive sub-
optimal nutrition, average daily milk production for this group as awhole is quite low by
developed country standards, averaging around 1.9 to 2.4 kg/day.

This example focuses on the production by the last group of farmers and their urban outlets.
While the agro-pastora and subsistence farms systems have by far the largest number of cattle,
they also have the lowest levels of milk production, and are poor candidates from an economic
development perspective for implementing a methane mitigation strategy. Thisis because farms
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in these sectors generally lack access to markets both for milk and the inputs needed to increase
production, and because they do not operate in a cash economy.

The current milk market supply and demand in this country is depicted by the input-output
structure, shownin Table 2. Therowsin this table show average annua production from the
three milk supply systems, above, while the columns show the demand for milk from three
market segments — subsistence families, rura villages, and urban centres.

Table 2. Input-Output Table for Milk

Kg Milk Sold from Production Sectors (Rows)
to demand sectors (Columns) in 10° Kglyr
Production Sectors Family units Rurd villages Urban Total Supplied
Agro-pastora 220.5 0.0 20.8 241.3
Subsistencefarms | 355.2 0.0 135.0 490.2
Commercial faams | 0.0 3074 8.5 315.4
Total Demanded 575.7 3074 164.3 1046.9

Current and projected urban population and urban per capitaincome are shown in Table 3.
Between 1998 and 2030, the urban population is expected to grow at an average annual rate of
about one percent, while per capitaincome is expected to grow at about half that rate, implying
an average annual growth rate for total income of about 1.5 per cent. Assuming current levels of
urban per capita milk consumption (43 kg/yr), the government has projected afifty- percent
increase in urban milk consumption by the year 2030.

The projected estimates for population and income are used in the analysis for both the base case
and the mitigation scenario. However, the projections for urban milk consumption and
livestock, shown in Table 3, are probably not reliable, because they are based on extrapolations
of existing milk consumption and productivity estimates, respectively. It ismorelikely that, as
the urban milk market increases in size, two things will happen. First, as per capitaincomesrise,
milk consumption will increase more rapidly than the population. Second, as urban milk
consumption increase milk prices will rise and thiswill provide incentives for farmersto
increase the productivity of their livestock. Asaresult of theseincreasesin productivity,
production will increase, but the number of dairy cattle required to meet this production will fall.
It is even possible that the total number of cattle will decrease even though milk production will
increase by 50% or more.

Table 3. Current and Projected Urban Population, Per Capita Income, Milk Consumption, and
Commercial Dairy Cattle 1998-2030

1998 2010 2030
Urban population 71 8.0 99
(millions)
Urban Per capita 140 150.4 169.5
income (USD)
Urban Milk" 307 345 425
consumption
(10° kglyr.)
Dairy Cattle” (10°) 444 498 612

! Projected assuming current per capita consumption (43 kg/yr.).
2 Projected assuming current productivity (1.9 kg/yr./animal).
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There are two chief problems facing the domestic production market, if it isto expand these
demands for milk in future years. Thefirst isthat the diets on which many dairy cows are fed
are protein and minera deficient. This stemsfrom the fact that the improved breeds on many of
the small commercial farms are fed fairly traditional diets. Farmers can make an adequate profit
using diets consisting of locally available forage and supplements, and the government extension
service istoo small to undertake the programs necessary to educate farmers about the benefits of
using supplements to increase both milk production and farm profits from existing herds. The
second isthat milk-processing capacity in the country is under-utilised, and is running at about
30% of total capacity. This Situation exists because small commercial farmers often prefer to
use non-formal channels, where they can make a higher profit. Asfewer and fewer farmer’s sell
to processing plants, the state-owned facilities are forced to lower the offer price for delivered
milk, and to cut back on operation and maintenance costs, thus aggravating the situation.

It has been typical in the literature to assume that the projected future demands for milk, like
those shown in Table 3, can be achieved by one of the two following strategies. Thefirstisto
increase the size of the existing dairy herd by around 150 thousand, or more, animals. The
second isto improve the productivity of existing animals, while making much more modest
additionsto thetotal herd size. In the former case, methane emissions could be expected to rise
in direct proportion to anima numbers. In the latter case, however, improvementsin
productivity would likely offset increases in methane, and while methane emissions could be
expected to increase in relation to 1998 levels, they would undoubtedly much smaller than in the
first scenario.

However, aswill be seen, it is possible that as the demand for milk increases, thiswill stimulate
farmers to make productivity improvements on their own, based purely on the additiona net
revenue that can be generated by these improvements. As such, amore realistic market
projection might not show avery large increase in the number of dairy cattle required to meet
the higher demand levels. On the other hand, it may be possible to increase productivity still
further by modest government investments in extension services and milk marketing. Whilethis
may (or may not) lead to some reduction in total welfare, these expenditures could increase the
average productivity of the dairy herd so that the herd size could be reduced, without reducing
milk production, and at the same time reducing methane emissions from the base case.

51 TheBase Case

The base caseis a“market-driven” scenario. In thiscase, it is assumed that newer feeding
practices, involving the use of supplementsto correct protein and mineral deficiencies, will
penetrate the market dowly without additional government programs. Thisis because these
practices are more profitable than existing practices, and the number of farmer’ s who recognise
thisis expected to increase.

The effects of these supplements on mature dairy cows, the increased costs of feeding animals

the better diet, as these practices are projected to penetrate the commercia milk market is shown
inTable4.
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Table 4. Base Case Production Parameters

Current Rations | Improved Rations | Improved Rations
1998 2010 2030

Cow weight (kg) 400 400 400

Kg milk/day 1.90 2.47 3.80

Digestibility % 60.00 60.75 62.50

L actation days/yr. 125.00 127.50 132.50

Economic Cost ($/yr) 100 106 120

5.2  TheMitigation Scenario

In the mitigation scenario, the government commits itself to making a number of investments
designed to speed the adoption of the new rations by the commercial livestock sector. An
important objective of this policy isto reduce methane emissions below base case levels while
limiting the growth of the domestic herd size. These investmentsinclude:

» Expansion of the existing agriculture extension system to provide more trained staff in the
field to assist farmersin adopting the new rations.

» Subsidiesfor expanding the production capacity of supplements by giving producerslow
interest loans with long term pay back provisions.

» Refurbishing of existing milk processing facilities and increased staff training so that these
plants can compete more effectively in the market with the informal channels of milk

marketing.

The grosslevd of these investments, their annualised values and their expected effects on
livestock production and costs are shown in Table 5.

Table 5. Mitigation Scenario Production Parameters

Current Rations | Improved Rations | Improved Rations
1998 2010 2030
Total investment ($/yr.) 0 50.00 million 40.00 million
Annualised investment ($/yr.) | O 3.59 million 2.87 million
Cow weight (kg) 400 400 400
Kg milk/day 1.90 4.18 5.70
Digestibility % 60 63 65
Lactation days/yr. 125 134 140
Economic cost ($/yr) 100 124 140

6.0

Results of the Analysis

This section presents the results separately for the base case, the mitigation scenario, and a
comparison of the changes in welfare and methane emissions between the two cases.
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6.1 Base Case

The main results for the base case in the example are highlighted in Table 6. Between 1998 and
2010 domestic milk consumption/production increased by around 105%, from 307.4 million
kg/yr. in 1998 to about 630 kg/yr. in 2030. Thisrapid rate of increasein milk
consumption/production are due to acombination of two factors: 1) increasesin per capitamilk
consumption, which rose from about 43 kg/year to around 64 kg/yr. between 1998 and 2030 and
2) the 2-fold increase in anima productivity projected for the base case.

During the entire projection period, milk pricesincreased by about 35%, dueto theincreased
demand for milk as aresult of population and income growth. This price increase would have
been even greater, but for the increasesin animal productivity that lowered marginal production
costs.

Domestic welfare associated with the production and consumption of milk also increased
substantially over the projection period, from $62.6 million in 1998 to $262.2 million in 2030.
Roughly $155.7 million of thisamost $199.6 million/yr. gain in total surplus camein the form
of increasesin consumers surplus (not shown), due to increased demand. The remaining
portion, about $43.9 million/yr. can be attributed to gainsin producers’ surplus (i.e., farm
profits). Farm profits are smply the difference between revenues from the sale of milk and on-
farm production costs. During the period 1998 to 2030, annual farm revenues increased from
around $72 million to about $197 million, or an increase of about $125 million/yr. Annual on-
farm production costs increased from roughly $58 million/yr. in 1998 to $139 million/yr. in
2030, or an increase of around $81 million/yr.

Degspite the approximate doubling of milk production during the period 1998-2030, the number
of dairy cattle hardly increased at all, from about 444 thousand in 1998, to 454 thousand in 2010,
to 454 thousand in 2030. This phenomena was due to the large increase in animal productivity
projected in the example, as aresult of normal market development.

The average methane emissions per anima were estimated using the NRC methodology. These
emissions rose from 49.5 kg/yr. in 1998 to 59.4 kg/yr. 2030, about a 20% increase over the
entire period. This can be compared with adoubling in animal productivity, so emissions per kg
of milk actualy fell substantially during the period. The two factors, combined, led to only a
small increase in total methane emissions from 22 million kg/yr. in 1998 to 24 million kg/r in
2010, and to 27 million/kg in 2030.
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Table 6. Base Case Results, Summarised

1998 2010 2030
Domestic milk 307.37 409.042 629.845
consumption/production
10° kg/yr.
Per capita milk consumption 43.3 511 63.6
kolyr.
Domestic milk price 0.23 0.26 031
$kg
Tota surplus 62.598 110.596 262.222
10° $lyr.
Domestic farm revenue 71.533 104.592 196.944
10° $lyr.
Domestic production cost 57.754 80.248 139.233
10° $lyr.
Domestic farm profit 13.779 24.344 57.711
10° $lyr.
Total economic cost 57.754 80.247 139.223
10° $lyr.
Dairy Cows 443,744 453,710 454,106
Average methane emissions/Cow 49.52 52.62 59.43
Kglyr.
Total Methane Emissions 21,974 23,874 26,988
Tonneslyr.

6.2  Mitigation Scenario

The main results for the mitigation scenario in the example are highlighted in Table 7. For the
period 1998 - 2010 domestic milk consumption/production increased from roughly 307.4
million kg/yr. in 1998 to 415.5 million kg/yr. in 2010, and to 633.2 million kg/yr. in 2030. Over
all, this represents about a 105% increase in milk production and consumption, about the same
asinthebase case. Thus, the higher levels of animal productivity projected for the mitigation
scenario did not appreciably affect domestic milk consumption/production and per capitamilk
consumption. Per capitamilk consumption estimatesin the mitigation scenario are lessthan 1
kg/yr. higher than in the base case.

Milk pricesin the mitigation scenario were dightly — 1 to 4 cents— bel ow those estimated for the
base case. This can be explained by the fact that the price of milk in the exampleisreatively
insengitive to changesin production. Thus, while the increases in production costs and
productivity levelsin al of the mitigation scenarios, jointly, had the effect of lowering the unit
cost of feeding cattle relative to the base case, it did not have abig impact on milk prices. Also,
the added investment costsin the mitigation scenario had no impact on market prices or
production, because these were treated as fixed annualised costs, independent of milk
production.

Domestic welfare associated with the production and consumption of milk in the mitigation
scenario increased substantially over the projection period, from $62.6 million in 1998 to about
$110.5 million in 2010, and to about $262.2 million in 2030. The estimates of total welfarein
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2010 and 2030 are lower than in the base case — about $ 92,300 in 2010 and $34,000 in 2030 —
because of the inclusion of the annualised investment cost in each of the two periods. Of the
total $199.6 million/yr. change in total surplus between 1999 and 2030, roughly $155 millionis
represented by increasesin consumers' surplus (not shown), due to increased demand. The
remaining portion, about $44.6 million/yr. can be attributed to gainsin producers surplus(i.e.,
farm profits). Asstated previoudly, farm profitsin the model equal the difference between
revenues from the sale of milk and on-farm production costs. During the period 1998 to 2030,
annual farm revenues increased from around $71.5 million to about $195.8 million, or an
increase of about $124.3 million/yr. Annua on-farm production costs increased from roughly
$57.8 million/yr. in 1998 to $137.4 million/yr. in 2030, or an increase of around $79.6
million/yr. Except for the differencein total welfare, the differencesin farm revenues, farm
production costs, and farm profits are amost the same — differences are around one million

dollars, or less— asin the base case.

Table 7. Mitigation Scenario Results, Summarised

1998 2010 2030
Domestic milk 307.37 415.468 633.248
consumption/production
10° kg/yr.
Per capita milk consumption 43.3 51.9 63.9
kolyr.
Domestic milk price 0.23 0.25 0.30
$kg
Total surplus 62.598 110.503 262.188
10° $lyr,
Domestic farm revenue 71.533 103.483 195.786
10° $lyr.
Domestic production cost 57.754 78.368 137.440
10° $lyr.
Domestic farm profit 13.779 25.115 58.346
10° $lyr.
Total economic cost 57.754 81.962 140.315
10° $lyr.
Dairy Cows 443,744 272,313 304,373
Average methane emissions/Cow 49.52 61.26 68.434
Kglyr.
Total Methane Emissions 21,974 16,682 20,829
Tonnes/yr.

The most important aspects of the mitigation scenario are on the number of livestock and
methane emissions, relative to the base case. Even though the increasesin milk production and
milk consumption per capita are about the same in the two scenarios, projected livestock
numbers in the mitigation scenario are much smaller. In 2010, the estimated number of dairy
cattle in the mitigation scenario is about 272 thousand animals, or about 40%, bel ow the base

case estimate. The corresponding herd size estimate for the mitigation scenario in 2030 is about
305 thousand animals, or about a 33% reduction in herd size relative to the base case. Thus, the
major impact of productivity improvementsin the mitigation scenario is to reduce the number of
dairy cattle, while maintaining production levels that are consistent with the base case.
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The average methane emissions per animal in the mitigation scenario are somewhat higher in the
mitigation scenario than in the base case. These emissions increased from 61.3 kg/yr. in 1998 to
68.4 kg/yr. 2030, about a 38% increase over the entire period, as compared with a 20% increase
in the base case. However, these results can be compared with atripling of animal productivity,
so emissions per kg of milk actually fell substantially during the period. The two factors,
combined, led to actua reductionsin methane emissions, both over time and relative to the base
case. Total methane emissons fell from 22 million kg/yr. in 1998 to roughly 16.7 million kg/yr.
in 2010, and then rose dightly up to 20.8 million kg/yr. in 2030.

Thus, the investments by the government in information, training and improved marketing can
be seen to have paid dividends in the example in the form of reduced methane emissions. This
was accomplished without major impacts on milk production, milk prices, or the welfare of
consumers and producers of milk, although tax payers as awhole would be required to absorb
the burden of additional taxation to cover the investment costs by the government.

6.3  Mitigation Costs

Average mitigation costsin this example are measured in two different ways. Thefirst approach
isto usetheratio of the differencein total surplusto the difference in methane emissions, where
the differences are measured between the base case and the mitigation scenario for 2010 and
2030. The second approach usesthe ratio of the difference in total cost to the differencein
methane emissions. The surplus measure is the superior of the two from atheoretical standpoint
because it captures the net welfare, including both benefits and costs that producers and
consumers give up as aresult of the mitigation scenario. Assuch, it isameasure of the net
market benefits, exclusive of course of environmental benefits, which society must sacrificein
order to reduce methane emissions. The second measureisthe one that istypically used in cost-
effectiveness calculations of mitigation measures. It includes only the cost of the real resources
which producers and the government must give up as aresult of the mitigation scenario. It does
not include any change in market benefits. Formaly, the two measures can be compared as
follows:

1. SurplusRatioy, = { TWTPy — PCosty— (TWTP,; — PCosty —
InvestCosty)} /{ MEm — M Exg}

2. Cost Rati oth: = - {PCostp + InvestCost;; — PCosty} /{ MEn; — M Ep}

3. Ratiol —Ratio2® = {TWTPuy— TWTPy} A MEm — MEp}

where:

TWTP = total willingnessto pay of consumers

PCost = sum of on-farm production cost and government investment
InvestCost = annuaised cost of government investment

ME = methane emissions

m = asubscript denoting the mitigation scenario

b = asubscript denoting the base case

t 2010, 2030

* The cost ratio has aminus sign in front of it, so it is compatible for accounting purposes with the surplus ratio.
Conceptualy, thisisjustified by the fact that costs represent aloss of welfare to society.
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Thus, the cost ratio approach does not include changes in consumer willingnessto pay as aresult
of the mitigation measure.

Table 8 presents the differences for al of the components used to cal culate the two measures of
the average cost of methane reductions, aswell as the measuresthemsalves. As can be seen,
there are considerabl e differences in the magnitudes of the two measures.

For 2010, the average cost of methane emissions using the lossin net surplus as a measure of
cost is around $13/tonne methane ($0.62/tonne CO,), while the corresponding cost-based
measure is around $240/tonne methane ($11.36/tonne CO,). For 2030, the corresponding
estimates of the average cost of methane emissions reductions are in the neighbourhood of
$5/tonne methane ($0.26/tonne CO,) and $177/tonne methane ($8.44/tonne COy).

The large differences in the “cost” /ton of methane for the two measures are due to the fact that
there are offsetting differences in the sum of producers and consumers’ surplus in the mitigation
scenarios due to dightly lower market prices. The resulting average cost differencesin the two
measures are potentially large enough to change the cost-effectiveness ranking of various
options that the example country might be using for policy purposes to compare this mitigation
option with others.

Table 8. Differences between the Mitigation Scenario and the Base Case for TWTP, Net
Surplus, Economic Cost, Methane Emissions, and Two Measures of the Average Cost of
Methane Reductions in 2010 and 2030

2010 2030
TWTP difference
10°$ -1.808 -1.126
Net surplus difference
10°$ -0.093 -0. 034
Economic cost difference
10°$ 1.715 1.092
Emissions difference
Tonnes methanel/yr. -7,192 -6,158
Surplus Ratio
$/tonnes methane 12.93 5.52
$/tonne CO, 00.62 0.26
|Cost Ratiol*
$/tonnes methane 238.46 177.33
$/tonne CO, 11.36 8.44
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! The cost ratio is expressed in absolute terms to make it compatible with the surplus ratio.
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A.l Appendix A

This appendix contains alisting of the GAMS program, used to conduct the example anaysis.
It can be copied into another document and saved as atext file and run from any platform with
GAMSingtalled. The modd includesimport demands for milk at fixed prices set by the user.
It also includes a capacity constraint on milk processing. These features of the model were not
used inthe analysis.

* An exanpl e nodel used to calculate mlk supply and denmand
* in an hypothetical devel opi ng country.

PARAMETERS
POL POPULATI ON I N M LLI ONS
Y I NCOVE | N M LLI ONS
D M LK PER COW I N KG per day

FC FEED COST PER COW
FCC Feed cost per Kg mlKk
I NV Econom ¢ i nvest ment

TP | MPORT PRI CE TI MES 100

Tax I nport tax percent ;
* Scenari os
* Pol 7.1 8.0 9.9
* Y 994 1203. 2 1678
* D 1.9 2.47/4.18 3.8/5.7
* FC 100 106/ 124 120/ 140
* FCC 52.63  42.91/29.67 31.58/24.56

POL = 7.1,

= 994;
= 1.9 ;

FC = 100 ;

FCC = FO D

TP = 50;

INV = 0
VARI ABLES

03 M LK PRODUCTION (million kg)

Q@ M LK DEVMAND (m I lion kg)

| MP | MPORTS OF M LK

4 NET SURPLUS;

PCSI TI VE VARI ABLES QS, QD, | MP;

EQUATI ONS
OBJFUN  OBJECTI VE FUNCTI ON
SDBAL SUPDEM BALLANCE
PCON DOVESTI C PROCESSI NG CONSTRAI NT ;

The objective function is scaled by .01, since prices are expressed
* in money units tinmes 100.

OBJFUN. . . 01*( -15.967*QD- . 5*. 1031* QD* QD+3. 6355* POL* QD+. 0454* Y* QD-
(10. 9156* Q8+, 5*. 0291* QS+ QS+, 06411* (FCO) *QB) -
(1+tax)*TP*IMP) - INV =E= Z;

SDBAL. . Q@ Q5 | P =E= 0;

PCON. . QS =L= 1000000;
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MODEL CATTLE /ALL/;
SCLVE CATTLE USI NG NLP MAXI M ZI NG Z,

paraneters

display ml ksp
m | kc,

ecost,

scal scale parmfor quantities
pct scale parmfor mlk prices
m | ksp donestic mlk supply price
m | kdp m | k demand price

totwtp W1 Ilingness to Pay
Totsurp CS plus PS

DRevn Donesti ¢ Reveni ew
DPr of Donestic Profit

Pr odc Donesti ¢ Production Cost
ml kc Per Capita M|k Cons
ecost Tot al Econom c Cost
cows mlk cows

mlk m | k production
frevn foreign revenue
grevn gover nnent revenue
scal =1000000;

pct =. 01;

m | ksp=pct *( 10. 9156+. 0291*qgs. | +. 06411*( FCQ));

m | kdp=Pct * (- 15. 967-. 1031*qd. | +3. 6355* pol +. 0454*y) ;

totwt p=(scal ) *pct *(-15.967*Cd. | -
.5*.1031*qd. | *qd. | +3. 6355* pol *qd. |
+.0454*y*qd. | );

t ot surp=z.| *scal

drevn=m | ksp*qgs. | *scal

frevn=pct *scal *tp*(qd.l-gs.1);

grevn=. 1*frevn

prodc=scal *pct *(10. 9156*qgs. | +. 5*. 0291*qs. | *qs. | +

. 06411*(FCC) *gs. ) ;

dpr of =dr evn- pr odc;

ecost =prodc+i nv;

m | kc=qd. | / pol ;

cows=scal *(qgs. |/ (d*365));

m | k=gs. | *scal

m | kdp, totsurp, totwp, drevn, frevn, grevn, prodc
cows, mlk, qd.l, gs.l, inp.Il;
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Chapter 3: Comprehensive Mitigation Assessment Process (COMAP) —
Description and I nstruction Manual

Willy Makundi and Jayant Sathaye
Lawrence Berkeley National Laboratory

1.0 Introduction

In order to prepare policies and plansto reduce GHG emissions, national policy-makers need
information on the costs and benefits of different mitigation options in addition to their carbon
implications. Policy-makers must weigh the costs, benefits, and impacts of climate change
mitigation and adaptation options, in the face of competition for limited resources. The policy
goal for mitigation optionsin the land use sector isto identify which mix of optionsislikely to
best achieve the desired forestry service and production objectives at the least cost, while
attempting to maximize economic and socia benefits, and minimize negative environmental and
socia impacts.

Improved national-level cost estimates of response optionsin the land use sector can be
generated by estimating the costs and benefits of different forest management practices
appropriate for specific country conditions which can be undertaken within the constraint of land
availability and its opportunity cost. These cost and land use estimates can be combined to
develop cost curves (Andrasko et. al. 1991 and Dixon et. al. 1991), which would assist policy-
makers in constructing policies and programs to implement forest responses.

11  Previous Approachesto Mitigation Assessment

The analyses of the costs, benefits, and economics of forest response options have varied in the
extent and treatment of components, which should be included in the analysis of mitigation
options. Table 1 summarizes the components arranged from those commonly included to those
least addressed in the anayses.

Studies of the costs of mitigation options have evolved in complexity and specificity of data
over thelast few years. Theinitia studies (Sedjo and Solomon 1989, Grainger 1988, Meyers
1989 assumed alarge programmatic goal and estimated land requirements and vegetation
growth rates to meet it. These studies have largely been replaced by more detailed bottom-up
studies (Andrasko et. al. 1991, Trexler et. al. 1989, Swisher 1991, Winjum and Lewis 1993,
Dixon et. al. 1991). The Bottom-up studies use economic and physical data at the project and
mitigation option level and report results at the nationa, regional or global level. However, they
do not capture the dynamics of the wood-product and land-use market explicitly. Dynamic
studies (Adamset. al., 1993 and Alig et. al., 1997) portray forest product markets, and include
timber prices either exogenoudy or endogenously, and allow land to move between forests and
other land usesin response to changes in price or land availability constraints. Such studies are
more appropriate to industrialized countries where property rights are well defined and there
exists functioning forma markets for wood-products and for land. Since these conditions only
obtain at varying degrees in developing countries, the bottom-up approach as described in this
paper would be more suited for mitigation analysisin the land use change and forestry sector.

The past approachesin analyzing mitigation options have been most useful in analyzing
individual projects and/or programsin the land use sector. In order to achieve the policy goal of
reducing GHG emissions while providing the desired goods and services from the sector at a
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minimum cost, one needs to use a comprehensive approach. The approach described here has
been used in many country-level studies, and was specifically used in the UNEP study on
Economics of GHG Limitation.

Table 1. Components addressed in mitigation assessments

1 Infrastructure and establishment costs

2. Land and growing stock costs (opportunity)

3. Monetary benefits (revenue)

4. Non-monetizable costs and benefits

5. Net present value of continuous rotations over afixed (e.g., 50 years) or infinite period

(perpetual)

Capital requirements

Project or regiona economic impacts

Macroeconomic impacts at national level

|| N>

Other environmental impacts (biodiversity, water quality)

In Section 2 of this paper, we briefly describe the framework of analysis, with specific attention
on key concepts and terms used in mitigation analysis, and aso on the description of the cost-
effectiveness indicators needed to compare and rank different mitigation options. In Section 3,
we present the structure of the model used to undertake mitigation assessment, with astep by
step description of two modules, one covering reforestation and the other dealing with forest
protection. This section includes a description of athird module for balancing the demand and
supply of biomass under different assumptions regarding baseline and mitigation projections.
Section 4 presents two examples of the use of COMAP to evaluate areforestation project and a
forest protection mitigation program. Appendix A presents the theory underlying the
“continuous rotations’ approach employed in COMARP. A brief list of generic mitigation
optionsin land use and forestry is presented in Appendix B, including some mitigation
activitiesin the sector that are not a part of the forest actions allowed under the Kyoto Protocol.

2.0  Brief Description of COMAP

The COMAP approach is mainly dependent on finding the least expensive way of providing
forest products and services while reducing the most amount of carbon emitted from the land
use sector. The approach consists of the following key steps:

@ identification and categorization of the mitigation options appropriate for carbon
sequestration for each country

(b) assessment of the current and future land area available for these mitigation options

(© assessment of the current and future wood-product demand

(d) determination of the land area and wood production scenarios by mitigation option

(d) estimation of the carbon sequestration per unit areafor major available land classes, by
mitigation option

38



(e estimation of the unit costs and benefits

) evaluation of cost-effectivenessindicators

(9 development of future carbon sequestration and cost scenarios

(h) exploration of the palicies, institutional arrangements and incentives necessary for the
implementation of options

() estimation of the national macro-economic effects of these scenarios (not reported in

this paper)

Thefirst step in the approach isto identify and categorize the mitigation options that are
suitable for implementation in a country. The next step isto determine the forest and
agricultural land areathat might be available to meet current and future demand, both domestic
and foreign, for wood products, and for land. Demand for wood products includes that for fuel
wood, industrial wood products, construction timber, etc. Potentially surplus land in the future
may be used soldly for carbon sequestration or other environmental purposes. On the other
hand, in many countries not enough land may be available, in which case some of the wood
demand may have to be met through increased wood imports or through substitute fuel sources.
Alternative combinations of future land use and wood product demand patterns will lead to
different scenarios of the future. The most-likely-trend scenario is chosen as the baseline
scenario, against which the others are compared.

The mitigation options are then matched with the types of future wood-products that will be
demanded and with the type of land that will be available. This matching requires iterating
between satisfying the demand for wood products and land availability considerations. Based
on thisinformation, the potential for carbon sequestration and the costs and benefits per hectare
of each mitigation option are determined. The carbon and cost and benefit information is used
to establish the cost-effectiveness of each option, which yieldsits ranking among other options.
In addition, the information, in combination with land use scenarios, is used to estimate the
total and average cost of carbon sequestration or emission reduction.

Assessment of the macro-economic effects of each scenario, on employment, balance of
payments, gross domestic product, capital investment, may be carried out using formal
economic models or a simple assessment methodology (Kadekodi and Ravindranath 1994). For
completeness of the mitigation assessment, one should identify and explore the policies,
incentives and institutions necessary to implement each option, aswell as the barriers that must
be overcome.

21  Main Typesof Mitigation Optionsin Forestry

The main purpose of forestry mitigation optionsis terrestrial carbon storage, which would
reduce atmospheric accumulation and thus delay its impact on global climate. Mitigation
options may be classified into three basic types (Brown et. al. 1996). One option is to expand
vegetation stocks and the pool of carbon in wood products. Expansion of stocks will capture
carbon from the atmosphere and maintain it on land over decades. The second option isto
maintain the existing stands of trees and the proportion of forest products currently in use.
Maintenance of existing stands, whether achieved through reduced deforestation, forest
protection, prolonged useful lifetime of products or through improved cook stoves, lengthens
the duration the carbon stays trapped in terrestrial ecosystems and provides immediate carbon
benefit. A third avenue to reduce carbon emissionsis to substitute wood derived from
renewable sources, e.g., plantations, for more GHG-intensive products, particularly fossil fuels
(Dixon et. al. 1992). Fossi| fuel substitution with biomass derived from sustainably managed
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renewable sources delays the release of carbon from substituted fossil fuel indefinitely and may
Increase the standing stock of carbon on land if the biomassis from newly afforested/reforested
areas. An expanded list of generic mitigation optionsin the sector is presented in Appendix B.

22 Land Use and Wood-Product Demand

Thetechnical availability of land for the implementation of response options does not appear to
be an important constraint to carbon sequestration in the tropics (Grainger 1988). Dixon et. al.
(1991) concluded that land technically available in the tropics for expanded management and
agroforestry ranged from 620 million to 2 billion hectares. A subsequent survey concluded that
950 million hectares might be available (Dixon et. al. 1994). Whether technically available
lands are ever used for biomass growth depends on economic, political, demographic, social,
cultural, and other factors. Based on interviews with experts, Trexler et. al. (1989) reported that
It was socio-economically feasible to utilize about 69% of the technically available land.

23 Scenarios

An important element of the approach is the devel opment of scenarios of land use and wood
products demand. These scenarios depict the amount of wood that would be demanded as well
asthe land areathat could be consequently sequestering carbon over time. The amount of
sequestered carbon that can be potentially stored, and the associated cost varies with the types
of options that are included in the scenarios. Although different types of scenarios can be
envisioned, this approach encourages the use of two main scenarios, that isabaseline and a
mitigation scenario. The baseline serves as a benchmark for determining the additionality in
carbon stored through the mitigation policies.

A common method used to specify abaseline scenario is extrapolation of current trends of land
use, tree planting and forest protection as well as consumption of forest products and services.
A recommended method in this approach is to use end-use scenarios, which are mainly driven
by the projections of the demand for wood products and for land in a country. The end-use
approach has been used extensively to understand the magnitude of future demand for energy
(Sathaye et. al. 1989, Goldemberg et. al. 1988 ). However, while it has been used routingly to
determine the future demand for forest products (FAO 1991), the use of this approach has not
been reported in the climate change mitigation context.

End-use scenarios have the advantage that they take into consideration an end-user’s needs for
forest products and land. In tropical countries, where wood may be scarce and forests are used
as sources of many non-timber products, planting trees for carbon storage alone may not be
sustainable or politically justifiable. The treeswill most likely be cut and used for their varied
products. Thus, forestry mitigation options that provide multiple and adequate benefits,
including carbon storage, to adiverse set of beneficiaries are more likely to be implemented
and managed sustainably (Sharma 1992). In order to satisfy our central assumption that tree
stock should be maintained in perpetuity, it isimportant that all participantsin an option be
adequately compensated. An end-use based approach, which explicitly recognizes the needs of
the participants, islikely to yield more plausible and sustainabl e future scenarios than other
scenario construction approaches.
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24  Keytermsand Conceptsused in COMAP

Carbon Flowsin Land Use Sector:

The aforementioned mitigation options either maintain or expand the stock of carbonin
biomass, soil and/or wood products. Two approaches have been used in the past to evaluate the
value of stored carbon. The "plant and store” approach assumes that trees will be planted for the
purpose of storing carbon and will not be harvested after they grow to maturity (Moulton and
Richards 1990). Hence, it suggests that carbon stock be estimated on the basis of the amount
accumulated in forest biomass, soil, and litter over a period of time. The time period may be
that of asingle rotation or of multiple rotations. The "sustainable rotations" approach assumes
that carbon will need to be stored for an indefinite period. In this approach, we estimate the
amount of stored carbon on the basis of an average amount of carbon on-site over an indefinite
number of rotations (Dixon et. al. 1991). Harvested stock can be stored in pools (e.g., wood
products) or substituted for fossil fuels at harvest or at the end of the products’ useful lifetime.

A modified version of the second approach has been used by Swisher (1991), which adjusts
average stock for the biomass remaining at maturity. Swisher aso includes the carbon in soil,
litter and understory and wood products in estimating the total carbon storage. It should be
noted that none of the mentioned methods for carbon flow estimation in the forest sector take
into account the amount of carbon which may be removed from the site by natural processes
like erosion and sequestered el sewhere like in water bodies or other ecosystems. Some
anecdotal evidence from siltation rates indicates that this may be a significant amount in areas
where there is substantial removal of topsoil by erosion.

The IPCC’s 1996 revised methodology is based on the stock approach, with the emphasis being
on estimating the change in carbon stocks over a given period (IPCC 1996). This method was
developed for the inventory of GHGs in the whole country, with a chapter dedicated to land use
change and forestry sector. The methodology can not easily be adapted to mitigation
assessment since it is awide area approach, and uses long term approximations (up to 20 years
for abandoned lands). Furthermore, some important aspects such astradein forest products,
emissions from bio-fuels, C-trand ocation from project site by natural processes and emissions
from below-ground biomass, are not yet covered by the methodology.

Value of Stored Carbon 6!

Mitigation options store carbon and keep it from being rel eased to the atmosphere for varying
lengths of time. The economic value of storing carbon will depend on the damage being caused
by atmospheric carbon at the time the carbon was stored and at the time it is released to the
amosphere. If the discounted economic damage being caused by atmospheric carbon is higher
when the stored carbon is rel eased, then amitigation option would cause more economic
damage and vice versa (Sathaye at a. 1993).

However, there is great uncertainty regarding the rate at which damage, caused by higher
greenhouse gas concentrations, might increase in the future. The uncertainty about future
damage is compounded by the possibility of catastrophic damages, and that of moving to a
radically different new equilibrium state, which will, by definition, invaidate any prior

® For amathematical formulation of thisissue see Sathaye J., Norgaard R. and Makundi W. (1993). A Conceptual
Framework for the Evaluation of Cost-Effectiveness of Projects to Reduce GHG Emissions and Sequester Carbon,
LBL Report No. 33859.
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assumptions on value of economic damage and discount rates. Given our limited knowledge
regarding the rate at which the economic damage might increase, our approach assumes (i) that
the damage will increase at the rate of discount, and (ii) that, everything else being equal, the
expected economic damage will respectively influence the rate of discount. An important
implication of this assumption isthat the discounted economic value of damage caused by
atmospheric carbon does not change over time. Therefore, the implied course of action would
be to create a stock of carbon in the biosphere, which would last in perpetuity. This assumption
about creating a perpetual stock of carbon has important implications for evaluating the carbon
flows and the costs and benefits of options, which are discussed in the following section.

Incremental Carbon Storage

In order to evaluate the incremental carbon benefit of a mitigation option, it is necessary to
estimate the carbon that might have been stored without the project. For forest protection, the
amount of carbon stored may be estimated on the basis of that which would have been rel eased
in the absence of a protection measure, such as aphysical barrier or relocation of forest users
(Swisher 1991). In the case of plantations or management of forests under rotation, the caseis
more complicated. We need to compare the incremental carbon, which would be sequestered in
vegetation, soil, detritus and in products indefinitely. The carbon stored per unit area of a
sustainably managed plantation or forest under rotations can be shown to be equa to the sum of
change in soil carbon storage and half of the maximum carbon stored in biomass per rotation
(Sathate and Meyers 1995).

Costs and Benefits

In evaluating the costs and benefits of a project, it isimportant to draw a system boundary
within which these would be evaluated, which is dictated by the objectives and the nature of
each project. Costs are defined as the value of resources expended to implement a mitigation
option, inclusive of the vaue of foregone benefits (opportunity cost). Benefits are defined as
the value of all the outputs (goods and services) arising from a mitigation option. In order to be
able to compare the stream of costs and benefits in project which occur in different years, the
values are discounted to a common time frame, usually to yield a present value of costs and
benefits.

Costs

The present value of project costs should include theinitial cost of establishing the project, cost
of silvicultural operations, management, extension services, protection, and cost of monitoring
and evaluating the project’s performance. Also, the present value of the opportunity cost is
Important since it captures the benefits derived from land use in the absence of amitigation
option. Opportunity cost may be evaluated using various methods, depending on the land in
guestion and the likelihood of producing various goods and/or servicesif it isnot used for the
given option. These approaches include land rent, land market price and net benefits obtainable
from an aternative land use. In all these cases, land values and benefits from alternative use
should be adjusted to account for existing significant price distortions due to subsidies, zoning
regulations etc. Deriving opportunity costs for many devel oping countries or countries with
economiesin trangition is particularly difficult. Opportunity costs within acountry may vary
significantly with proximity to areas with rapid economic growth (Wangwacharakul and
Bowonwiwat 1994).
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In land use based mitigation options, some of the elements of costs do not have a market value,
and avariety of methods are used to impute a vaue on them. Of specific importance hereis
land rental which vary significantly depending on land use policy and tenure aswell as
potential productivity and scarcity.

Benefits

In addition to carbon storage, the implementation of amitigation option will result in other
monetary and non-monetary benefits. These benefits may be classified into: (i) direct and
indirect benefits depending on their rolein, and level of, economic activity, and (ii) non-
monetary intangible forest values. Direct benefits may include goods such as fuel wood and
timber and services such as recreation. Indirect benefits may include such items as employment
for local inhabitants, air pollution and microclimate control, watershed protection, and the
development of social benefits, schools, roads, hospitals, etc. Various methods can be used to
impute a monetary value on these indirect benefits. Forest value is derived from the stock in the
forest as aresource, which has arecognized value in addition to the above benefits. Thisvaue
may be influenced by concern for future generations, social status, €etc.

Although carbon benefit may be a direct benefit, thereis no consensus at present on the
monetary value of reducing a unit of atmospheric carbon. Preliminary US fossil-fuel carbon tax
estimates to stabilize climate change range between $20 to $200 per tC (Cline 1992 and
Nordhaus 1993). Estimates from some developing countries have shown that the unit cost
estimates for forestry mitigation options fall well below this range, and for Indiathey are also
below the unit costs of the available energy efficiency options (Sathaye et. al. 1995 and
Ravindranath and Somashekar 1994). Furthermore, when explicit evaluation of direct benefits
such as wood products isincorporated, the benefits are sufficiently large to offset the life-cycle
cost of many sink expansion options. In effect, carbon may be sequestered at a net benefit to
society.

Cost-Effectiveness I ndicator s

Ideally, in determining the net benefit of a mitigation option, one would include the monetary
benefit of storing carbon. However, as discussed above, it is not possible to assess the current
and future economic damage that carbon might cause. Estimates of such damage for the United
States have been controversia and cover abroad range (Cline 1992 and Nordhaus 1993).
However, to alow for aconsistent evaluation and comparison of the various mitigation options
across categories and with options in other sectors such as energy and agriculture, COMAP
proposes to use a set of cost effectivenessindicators. Also, thiswill alow for an aggregation of
the monetary and carbon implications across options. Different indicators of cost effectiveness
of an option to store or avoid carbon emissions are:

Initial cost per ha and per tC

Thisincludesinitial costs only, and does not include future discounted investments needed
during the rotation period. The indicator would provide useful information on the amount of
resources required at the beginning to establish the project.

Most cost studies (Dixon et. al., 1991, Andrasko et. al. 1991 and Volz et. al. 1991) on GHG

reduction projects/programs estimate thisindicator. The other cost components and the option’s
benefits are often ignored. The studies take into consideration the carbon stored in live biomass
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and most account for soil carbon. Whereas very few studies use mean carbon stock to indicate
the amount of carbon that would be stored by amitigation option (Dixon et. al. 1991), most of
the other studies report estimates of cost per tC athough the method of carbon estimation used
IS unclear.

Present value of cost per ha and per tC

Thisisthe sum of initial cost and the discounted value of al future investment and recurring
costs during the lifetime of the project. For rotation projects, it is assumed that the costs of
second and subsequent rotations would be paid for by the revenues derived from the first
rotation and thus would not be included in estimating the present value. Thisindicator isaso
referred to as endowment cost because it provides an estimate of present value of resources
necessary to maintain the project for its duration.

A useful way to present the cost per ton of carbon or per hectare isto plot a cost of conserved
carbon (CCC) curve (Moulton and Richards 1990). The curve shows the amount of carbon that
could be stored at increasingly higher per unit costs. Other indicators could also be used to plot
Similar curves.

Net present value (NPV) per ha and per tC

Thisindicator provides the net discounted value of non-carbon benefits to be obtained from the
project. For most plantation and managed forests this should be positive a areasonable
discount rate. For options such as forest protection, the NPV indicator is also positiveif indirect
benefits and forest value are included, both of which are subject to controversial evaluation.
The formulafor deriving thisindicator for managed forestsis givenin Appendix A.

Benefit of reducing atmospheric aarbon (BRAC)

This proposed indicator is an estimate of the benefit of reducing atmospheric carbon instead of
reducing net emissions (Sathaye et. al. 1993). It expressesthe NPV of a project in terms of the
amount of atmospheric carbon reduced, taking into account the timing of emission reduction
and the atmospheric residence of the emitted carbon. The formulation of the indicator varies
with the rate at which economic damage might increase. Appendix A provides aformulation
for deriving BRAC when the economic damage caused by atmospheric carbon increases at the
real societal rate of discount.

A key shortcoming of the aboveindicatorsistheir inability to provide a consistent ranking of
mitigation options, which are finite, but of different duration or rotation. For example,
establishment cost is usually the largest share of cost over arotation and isincurred quite early
in the project, while carbon sequestration occurs gradually over the biological rotation. Projects
of varying rotations can not meaningfully be compared mid-stream since the timing of emission
pulse e.g. harvesting, is different. To circumvent this shortcoming, an indicator based on
annualization of the proposed indicators has been put forth (Halsnaes et. al. 1999). Such an
approach cal culates the annual equivalence of a stream of costs and benefits and normalize this
by the annual carbon-flow equivaence. However, the approach till does not resolve the issue
related to the timing of the carbon emission or sequestration.



3.0 Flow chart of the Analytical Framework

COMAP isaframework of analysis which guides one to assess and evaluate a set of mitigation
optionsin the land use sector for a country. The flow of the framework is graphically depicted
in Figure 1 below.

31 Introduction of Modules

The COMAP framework as described above has been operationaized in a spreadsheet model in
EXCEL with four main modules (Table 2). Thefirst three modules correspond to the main types
of mitigation optionsin forestry, and each has a set of sub-modules, which are used to analyze
specific or similar options. For example, under the Reforestation module, there are sub-modules
for natural regeneration (REFREGN), regeneration through reforestation (REGENDX) and
reforestation by short rotation forestry (REFROTN).

The fourth module (BIOMASS) balances the demand and supply of biomass in the sector under
baseline and mitigation scenarios, given different assumptions on product extraction rates. The
modul e tracks the movement of land between uses as the sector meets the demand for various
products and services. Excess demand and supply are allocated to imports and exports
respectively. When analyzing individual projects (asin the examplesin Section 4), it may not
be necessary to use the biomass balance module, but when evaluating state or national forest
sector mitigation strategy, it is necessary to use this module.

Figure 1: COMAP Fow Chart
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Table 2: Main Module Typesin COMAP

COMAP MODULES TYPES | DESCRIPTION

Bioenergy mitigation options eg. biofuel dectric
BIOENERGY generation substituting fossil fuds, efficient stoves and
charcoa kilns, etc

Forest protection and conservation options e.g. forest
reserves, parks, sustainable harvesting, deforestation
PROTECTION reduction measures, etc.

Reforestation and regeneration options e.g. natural and
enhanced regeneration, afforestation, urban forestry,

FORESTATION non-forest tree plantations (rubber, oil pam etc.) and
agroforestry.
Biomass balance module for tracking demand and
BIOMASS supply of forest products in the land use sector and the

impact on land use distribution.

3.2  Forestation Options Module

This group of optionsinclude al projects and policiesintended to re-inhabit an areawith
vegetation, ranging from natural reforestation, enhanced natural reforestation, afforestation,
short rotation forestry, agroforestry, community and urban forestry, etc. If non-forest tree
plantations such as rubber, oil palm and rattan are not included under agricultura sector
mitigation assessment, then they can be analyzed under this module as afforestation/reforestation
options. The mgjority of the potential C-abatement projectsin the forestry sector are
reforestation/afforestation projects. The REFOREST sub-modules are run under different land
use categories with input data for area (ha), carbon density, rates of growth of biomass and cost
and benefits. All modules are run for both BASELINE and MITIGATION scenarios. The model
then calculates the annual changesin carbon stocks and the cost-effectivenessindicators as
described in Section 2 above.

Stepsand Data Requirementsfor REFOREST module

STEP 1: Define land use categories relevant to BASELINE aswell as MITIGATION
scenarios. Examples of the categories are natural forests (e.g. evergreen, dipterocarp, mangrove,
etc), plantation forests, degraded land, rangelands and grasslands.

STEP 2: Specify area (ha) for the BASELINE under different land categories from a base
year, for example 1990, to the desired horizon for the mitigation option. Dueto long rotations
for forestry projects, choose a horizon long enough to alow for at least one rotation so that there
isaredligtic turnover of the carbon stock into the intended sinks.

Datarequired for this step should be obtained from any existing projections on land use change
for different vegetation typesin the country. If no projections are available, it may be necessary
to make projections using demographic, social, and economic factors. Normally, the degraded
land areais taken to remain stable or increase over the years and forest area declines due to
anthropogenic pressures in developing countries.
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STEP 3: Specify area (ha) and define activities, which constitute MITIGATION scenario
for the different categories of land identified in step 2.

The forestation options to be included in the mitigation assessment of the sector have to be
decided in consultation with policy makers and forest planners, in concert with the long-term
land resource management plans. The rates of reforestation depend on the availability of land,
funding, infrastructure, and the organizational capacity of the Forest Department, industry and
the community. Economic and technological factors will also influence the extent and the type
of forestation activities.

Areato be reforested hasto be entered for each year (or each period of implementation), from
the base year to the end of planning horizon. It could be at constant or varying rates depending
on the expected implementation of the project. Table 3 showsthe outline of the three stepsin the
Spreadshest.

Table3: Step1,2and 3
REFORESTATION 1980 | 1990 | 1991 | 1992 | 1993 | 1994

>>>FROM STEPS 2 AND 3: LAND AREA (ha)
>> Basdline Scenario

> Wasteland |
>> Mitigation Scenario

> Wasteland |

> Reforested Land

STEP4:1 Estimate C-storage in soil and vegetation under BASELINE scenario (t C/ha).
The data needed include C-densities of vegetation (above and below ground biomass) and soil
carbon in tC/ha, to a specified depth e.g. 100 cm. The vegetation C-density is usually calculated
from biomass and carbon content data (Table 4). Some C-density data are available in literature
(published as well as unpublished) for vegetation as well as soil, though site specific
measurements may be required to supplement the data, especialy the soil C-data sinceit is not
as abundantly available. Normally, C-densities are expected to decline under BASELINE
scenario due to anthropogenic pressures. Soil C densities are likely to decline from year to year
depending on the prevailing land use (agriculture, pasture, or abandoned wasteland), with
agricultural conversion losing the most soil carbon, depending on the extent of tillage.

Table 4: Estimates of C-density in Baseline Scenario
>>> STEF 4.1: BASELINE SCEENARIO --WASTELANDS

| | 1980  [1990 (1991 [1992 |1993
>> V egetation Carbon

> Dry Weight (t/ha)
> Carbon content (%)
>> Soil C|:arbon
> Amount of carbon stored in soil (tC/ha)

STEP4.2: Estimate C-sequestration and storage in soil, vegetation and products under
MITIGATION scenario (t C/ha). Asillustrated in Table 5, the data requirements fall under the
following categories:
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0] Vegetation:  C dengity is projected to increase annually due to natural regeneration
and the additional biomass from reforestation and protection of the area. Therate of C
accumulation depends on a number of factors such as; tree species, density, rainfall, nutrient
supplements and rotation period. The rotation is different for various mitigation options
depending on species, provenance and intended fate of the forest.

(i) Soil:  The soil C density isnormally low in degraded forests. Under reforestation
optionsinvolving tree planting, soil C density increases due to new litter fall and decomposition.
Therate of C accumulation is normally low and can be assumed to be constant over the duration
of the project, lets say at arate of 1-2 t C/halyr in the short to medium term, and tends towards
equilibrium in the longer term.

(iii)  Detritus: The forest and/or plantation litter-fall consists of woody and non-woody
plant biomass. The non-woody biomass decomposesin arelatively short period, e.g. 1-2 years
depending on weather and biotic conditions. The woody litter stays on the forest floor for severa
years; at times beyond 10 years, also depending on the species and field conditions affecting
microbial activity. The decomposing matter C density could vary from 5-25 t/ha, at different
periods. Thisdatais not readily available for specific stes and may have to be obtained from
areas of Smilar conditions availablein the literature.

(iv)  Product Carbon: WhenVif harvested, the biomass has diverse end-uses, which lead
to different C-emission streams. Potentia biomass usesinclude wood fuel (where combustion
leads to instant C- emissions), industrial wood for pulp and paper production (where emissions
normally occur over 2 to 10 years or so0), and structural wood for long-term use (timber for
construction, housing, mining, etc); with emissions occurring in afew years or in 50 or more
years depending on conditions and nature of product utilization.

Table 5: Carbon Pools for the Mitigation Scenario
>>>> STEP 4.2: MITIGATION SCENARIO — REFORESTATION
| | 1990 (1991 1992 [1993
>> 1. Veyetation Carbon
> Rotation Period (Y ears)
> Annual Yield (t/year/ha)
> Carbon density (%)
>> 2. Soil Carbon
> Rotation Period (Y ears)
> Amount of carbon stored in soil (tC/ha)
>> 3. Decomposing Matter Carbon
> Decomposition Pzriod (Y ears)
> Amount of decomposing carbon (tC/he
>> 4. Product Carbon
> Average Age (Y ears)
> Amount of carbon stored in product (tC/ha)

=
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STEP 4.3: Summarize carbon density (tC/ha) under BASELINE and MITIGATION
scenarios. Inthis step, the average carbon stock under both scenarios are summed up for each
year, to be used in Step 6.1 to estimate the aggregate incremental carbon sequestered by
implementing the reforestation program. Since the carbon density given is an average standing
carbon over arotation sequence, the actual amount on site may differ, especiadly in the pre-
rotation ageinitial years. This does not cause a significant distortion of the indicators since the
averageis strictly correct after the rotation scheme getsin full swing.

STEP5: Value of inputs, opportunity cost and benefits from the mitigation option.

STEP5.1: Estimate cost of inputs for reforestation in current year outlays ($/ha) including
establishment costs, recurring costs, monitoring costs and harvesting costs, depending on the
pre-assumed system boundary. For example, if the concessionaire will be responsible for
harvesting, then the only harvesting cost chargeable to the project are those necessary for pre-
harvest preparations such as timber cruising, logging access roads, €tc.

STEP5.2: Estimate total direct benefit flows ($/ha) from all products, including timber and
non-timber products. The vaue of indirect benefits such as multiplier effects and other positive
externalities should not be bundled together with the direct benefits whose market value can be
ascertained. These can be estimated separately and could be used to choose among closely
ranked options or to assess the order of implementation depending on the magnitude and likely
recipients of indirect benefits.

STEP5.3:  Specify discount rate with which the model computesthe NPV ($/ha). For many
land use change and forestry projects, we recommend use of the socia discount rate rather than
the private rate of discount which (the latter) is usualy much higher. For the short duration
options e.g. biofuel projects one could use the commercid discount rates since the projects can
be compared to dternative investments in the economy.

STEP6.1: For both BASELINE and MITIGATION scenarios the moddl estimates total C
stock for the whole area, the net annual and cumulative carbon storage for the desired length of
time (Table 6). Thisincludes the carbon stored in soil, vegetation, and detritus and in products.

Table 6: Total Carbon Pool
>>> STEF 6.1: TOTAL CARBON POOL (Tc)

1990 |1991 1992 (1993

>> Annud Incremental C Protected
>> Basdli ||1e Scenari(|)
> Wasteland |
>> Mitigetion Scenario
> Wasteland |

> Reforested Land

STEP6.2: The model estimatestotal costs and benefits for the total reforested area. It also
provides an estimate of incremental net benefit from mitigation compared to the baseline
scenarios. These are compiled for each year for the duration of the project (Table 7).
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Table 7: Total Costs and Benefits of Reforestation Project:

>>> STEF 6.2: TOTAL COSTS AND BENEFITS OF CSEQ ($)
1990 (1991 |1992 |1993

>> |ncrernental Net Benefit
>> Basaline Scenario Benefit
> Cost |
> Benefit
>> Mitigation Scenerio Benefit
> Cogt |
> Benefit

STEP7: REFOREST module generates output on potential mitigation options, the cost-
effectiveness of different options and net financia benefits. The cost-effectiveness indicators
generated are:

e Establishment cost ($tC and $/ha)
» Endowment cost ($/tC and $'ha)

e NPV ($tC and $/ha)

* BRAC ($1C-yr)

3.3  Forest Protection OptionsModule

Some of the low cost and most effective mitigation options involve protecting the forests from
being deforested and/or degraded, |eading to carbon emissions. There are a number of options
as mentioned which call for halting deforestation of agiven forest in aregion or conversion of a
threatened forest into a Protected Area. FORPROT module using data on area under rel evant
categories, biomass density, carbon stocks, C sequestration rates, and costs and benefits,
provides estimates of the associated annual and cumulative changes in carbon stocks; and the
cost effectivenessindicators for the mitigation policy. Thisis done for BASELINE and
MITIGATION scenarios to obtain net reduction in carbon emissions

Stepsand Data Requirementsin FORPROT

STEP 1: Define land use categories. These consist of areas under different forest and other
land categories relevant to mitigation anaysis. Vulnerable forest areas and degraded land, which
may need protection to recover, are crucid categoriesin forest protection module.

STEP 2: Define BASELINE area under land use categories covering annua changes (ha)
inforest area (clear-felled or converted to other uses) for the duration of the project. For the land
categories selected give the base year area and projections for future years. In the absence of

land use pattern projections, one can use factors such as demography, economic activity and
technical parameters to estimate forecast future patterns under baseline scenario. At timessimple
projections can be made based on trends for a period prior to the base year. Forest areas
converted to non-forest uses e.g. to degraded land, should be listed here.
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STEP 3: Define area protected under MITIGATION scenario (ha). Under mitigation
scenario forest area, which would have been deforested or converted to other uses, will be
protected and conserved. The area to be conserved will depend on forest policies, capacity and
motivation of local and national forestry administration, community awareness, cost of
protection, opportunity cost etc. Areathat could be potentially conserved every year for the
duration of the project has to be estimated. Since the mitigation scenario assumes that such a
project would not have taken place under the business-as-usual situation, long term plans for
these kind of mitigation policies/projectstypically do not exist. To project the activity level
under mitigation one may need to apply current and short-term data and extrapol ate outwards.

STEP 4.1: Define biomass density (t/ha). Data for this step need to be entered for both
BASELINE MITIGATION scenarios. Biomass dengity data (aboveground woody biomassin
t/ha) can be obtained from the Forest Department or from literature. Since this datais often
recorded in terms of volume (m3/ha), it may need to be converted by applying afactor for
converting volume to dry matter (t/ha), which depends on the speciesin the project area.
Another conversion factor may be necessary to estimate total biomass including non-tree
vegetation, litter and roots. Normally under BASELINE scenario, the biomass density is
expected to decline annually due to conversion and other forest utilization activities. On the
contrary, under MITIGATION scenario the biomass density may stabilize or increase.

STEP 4.2: Define carbon density of wood (t C/ha). Enter the carbon content of wood. The
default valueis 0.5, but use site specific dataif available. This coefficient will not vary
significantly between BASELINE and MITIGATION scenariosin the early and middle years,
but may change in the out years when pioneering vegetation is replaced by a climax vegetation.

STEP 4.3: Define soil carbon density (tC/ha). Soil C density declines with removal of trees,
forest clearing, and forest conversion. With protection soil C dengity islikely to increase
gradualy. Soil C datais available from literature for different forest types, but may need to be
complemented by local soil C estimates.

STEP 4.4 Define total C-loading (tC/ha). Estimate total C density for each year for the site,
which isthe sum of the vegetation, litter and soil carbon pools.

STEP5.1: Define stream of protection costs ($/ha). Annua cost of forest protection should
be done for MITIGATION scenario. Data for costs can be obtained from forest protection
section in the Forest Department, or can be estimated based on previous experiencein other
protection programs/projects in the country. The protection costsinclude the following el ements:

() Initial costs: Cost involved ininitia yearsto enforce protection often referred to as
establishment cost ($/ha) include such items like cadastral activities, gazetting, rel ocation of
forest dwellers, and protection measures such as observation towers and fire lines.

(i) Recurring costs: These costs occur annually or at periodic intervals and may include
labor for protection e.g., field patrols, boundary maintenance activities, fire line clearing,
management and administration.

(i) Monitoring costs: Thiswould involve monitoring of protection arrangements, biomass
growth rates, soil C accumulation and possible product extraction.

STEP5.2: Define benefits from land conversion ($/halyr). Estimate the va ue of goods and

services, which are directly obtained from converting the areato other land usesin the
BASELINE scenario. These may include wood products, agricultural land, pasture for cattle,
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etc. The market value of the outputs from the converted areais a good measure for benefits from
conversion. In the absence of amarket value for such products or services e.g. pasture, avalue
should be imputed using any one of methods which have been suggested for estimating non-
market benefits of natural resources (Freeman 1993).

STEP5.3: Define benefits or costs of providing alternative products (¥halyr). Under
MITIGATION scenario when the arealis protected, we assume that some of the goods and
services which were being obtained from the area before will be procured from other sources,
either in true form or as substitutes. In some situations, in order to offset the loss of timber from
the protected forests, a country may have to import. In rare cases where the same product can be
obtained more cheaply from an aternative source e.g. imports, then the net savings will be
considered negative opportunity cost (benefits) of the protection project.

STEP5.4: Define benefits from Forest Protection ($/halyr). Under MITIGATION scenario
benefits from forests could include fuelwood from deadwood and lopes, non-timber forest
products, eco-tourism, etc.

STEP6.1: Define total and incremental carbon pool (tC). Tota carbon sequestered or
conserved in soil and vegetation for the BASELINE aswell asMITIGATION scenarios is used
to calculate the annual incremental C protected due to implementation of the forest protection
project.

STEP6.2: Defineincremental net cost ($). Thisis calculated from difference between the
BASELINE and MITIGATION scenarios, i.e. (protection costs +- opportunity costs) - (benefits
from forests). The module computes thisfor every year and cumulatively for the whole period
using a discount for valuesin different years.

STEPT7: Cogt-effectivenessindicators. The model generates a number of cost-
effectiveness indicators to enable comparison of mitigation options, some of which are also used
to construct carbon reduction emission supply curvesfor acountry.

) Net Present Value of Benefits - NPV in $/t C and NPV in $/ha
(i) Initid Cost of forest protection - Cost in $/t C and cost in $/ha
(iii)  Present Vaue Costs (Endowment cost) - PVC $/t C and $/ha
(iv)  Benefits of Reduced Atmospheric Carbon - BRAC $/tC-yr

34  Biomass Demand and Supply Module (BIOMASS M odule)

One of the main roles of the forestry sector in any country is to meet the current and projected
biomass demands (fuelwood, industrial wood, sawnwood, etc.). These demands can be
supplemented by imports when necessary. When the demand on biomass exceeds the rate of
growth, adecline in the size of the forest estate (deforestation) or degradation of the biomass
density becomes evident. In many countries some of the mitigation options cannot be
implemented, without arrangements for meeting biomass demands, including importsto cover
biomass deficits. The module applies simple projection techniques using variables such asthe
growth rates of the population, income, industrial sector versus agriculture, etc to estimate
demand for land use sector products.

Given the population increase and declining land productivity in many developing countries,
more and more forestland is being converted to agricultura land for food production and other
farm output. Furthermore, forestland is also converted to infrastructure and human settlements.
Thusit is necessary to analyze the current and projected changes in land use patterns and the
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resulting changes in biomass supply. Thisisthen followed by ng the impact of the
proposed mitigation options on biomass supply, with agoal to match it with the demand on
biomass. The BIOMASS module is used to track the dynamics of land use patterns over time,
including changes in biomass pools, product supply and demand. The stepsinvolved in the
BIOMASS module are listed below.

StepsInvolved in Assessing Biomass Supply and Demand

In the example used here, we assume that this mitigation project beginsin 1990 and runs
through 2030. In this module a periodic estimation of biomass balance is done every 10 years,
for both BASELINE and MITIGATION scenarios. The module performs two separate biomass
supply projections under the MITIGATION scenario, one covering biomass balance under
unconstrained rate of extraction of wood products, and the other under sustainable rate of
extraction, which constrains the mode by extracting biomass which does not exceed the gross
mean annual increment. This restriction has a significant impact on land use patterns since most
extraction and forest conversion rates for exceed the sustainable rate. The user inputs the
specified information in each step, as described below.

Baseline scenario assessment

STEP 1.0: Define the land use categories relevant for the country.

STEP 1.1: Define baseline land use categories (ha) for the whole period.

STEP 1.3: Specify biomass density for different land categories (t/ha)
STEP2.1.1: Estimate/input product supply for the base year, 1990 (t/yr). Use the area under

the specified land categories at

» product rate of extraction

» sudtainablerate of extraction

STEP 2.1.2: Estimate/input biomass demand (t/yr) for the base year, 1990
STEP2.2.1: Estimate/input biomass supply for year 2010 using baseline area under
projected product rate of extraction

» sustainablerate of extraction

STEP 2.2.2: Estimate/input projected product demand for year 2010

STEP 2.4.1: Estimate/input projected biomass supply for the year 2030 under
* projected product extraction rate
» sustainable extraction rate

STEP 2.4.2; Estimate/input projected biomass demand for the year 2030

Mitigation scenario assessment

STEP 1.2: Specify land area (ha) under different categories for 1990 and each year there
after up to 2030.
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STEP 1.4 Specify dengity for different land categories (t/ha)

STEP 2.3: Estimate/input biomass supply under MITIGATION scenario for the year 2010
at

» product rate of extraction

» sudtainablerate of extraction

STEP 2.3.2: Estimate/input projected biomass demand for the year 2010

STEP 25.1: Estimate/input projected biomass supply for the year 2030 at
» projected product extraction rate and
» sustainable rate of extraction

STEP 25.2; Estimate/input projected biomass demand for the year 2030
Dataentry in BIOMASS module

Basdine data entry

STEP 1: Define land use categories relevant to the country

» broad categories: forests, cropland, pasture etc.

» gpecific categories:
» Forest types (dense/open forests, evergreen/ deciduous/montane)
* Cropland (annual/perennial)

Data source: land use statistics for the country

STEP 1.1 Areaunder land categories

» Land categories defined in STEP 1.0 appears.

» Enter area under each category (ha) for the base year 1990.

» Enter potential areasfor different categories annualy from 1990 to 2030.

» If any projections made are available use those projected area data for the respective years.

» If no projections available, rates of changes during the period 1980 to 1990 could be used for
future years

STEP 1.2: Biomass dendty for land categories

» Enter biomass density (above ground standing biomass in dry t/ha) data for different
categories

* Example: undisturbed evergreen forest = 300-600 t/ha

* Eucalyptus plantation (7 to 10 years) = 50-100 t/ha

STEP2.1.1: Projected rates of extraction - 1990

» Enter current rates of extraction of wood from different categories of land.
* Examples: Protected Area= 0 t/halyr.

» Deciduousforest =2 - 25 t/halyr.

* Eucalyptus plantation = 5-50 t/halyr.

» Degraded forest/pasture = 0.5 t/halyr.



STEP211,221,& 24.1.  Sustainable extraction rates for 1990, 2010 & 2030

» Thecurrent rates of extraction may not be sustainable.

* Need to estimate and input potential sustainable rates of extraction; for example evergreen
forest 2 to 4 t/halyr. Plantations 4 to 10 t/halyr (depending on productivity), degraded lands,
0.1 t/halyr.

Table 8: 1990 Biomass Supply for Various Uses

>>> STEP2.1.1: 1990 SUPPLY

>>> 1990 PRODUCT Ag. Fuel Industria|Agric. |Livestock |Other
SUSTAINABLE RATE (t/ha) |Waste* |Wood* ||

>>>

>> Dense
Forest

>> Plantation

>> Waste land

STEP 2.2.2: Socid, economic and demographic parameters

» To make future demand projections, one need estimates of parameters such as, growth rates
of population, GDP growth rate, crop area and income, per capita base-year demand, growth of
agricultural output.

» Using such data, the model projects biomass demand for 2010, 2030.

Mitigation scenario data entry

Inthe MITIGATION scenario data on land use pattern, biomass density and extraction rates will
be different from BASELINE scenario, thus needs to be entered at appropriate locationsin the
module.

STEP1.2: Land use pattern under MITIGATION scenario

» Enter dataon area under different categories as defined in step 1.0.
» Thereisaneed to develop the projected land use pattern for the MITIGATION scenario.
This could be done using two approaches:

» for agiven region or location with a project (e.g. reforesting 2,000 hain aregion or

converting aforest patch of say 5000 hainto a Protected Area)

» for the whole forestry sector or as part of land use planning in the country
* Land areasfor MITIGATION scenario need to be developed in collaboration with expertsin
forestry, agriculture, land use planning and policy makersin the country keeping in mind the
pressures on land, land use policies, demand for forest land for food production and biomass

supply.
STEP 1.4 Biomass density (t/ha)

e Under MITIGATION scenario the biomass density (for above ground woody biomass)
could change with protection and management for many land categories such as forests,
wastelands, plantations etc.

» Datamay be obtained from literature and reports with comparable situations. For example,
the biomass density in any undisturbed forest patch in the region could be estimated and used as
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input for the area to be brought under protection. Similarly for plantations, use biomass data
from existing plantations or estimates from yield studies.

STEP2.3: Projected and sustainable rates of extraction for 2010 and 2030

* To estimate the projected biomass supply under MITIGATION scenario, it is necessary to
estimate projected and sustainable rates of extraction

* Projected rate could be estimated taking area under the category supplying biomass given
the demand for products and for forest land, for example, demand on industrial wood and area
required for plantation forestry. This assumes that all the biomass will be extracted from that
specific land use, and importation is projected when the forest type can not meet the biomass
demand.

3.5  Comparison and Ranking of Forestry Options

Using REFOREST and FORPROT modules, output is generated giving the mitigation potential
of different forestry optionsin terms of t C/ha sequestered or emissions avoided. The decision-
maker or the funding agencies require information on cost-effectiveness of mitigation optionsin
addition to the total mitigation potential. Not al the mitigation options could be implemented in
full. Decision-makers and funding agencies and investorsin the mitigation optionsin this sector
are likely going to use different cost-effectiveness parameters in evaluating the options. It may
be useful to convert the model outputs for different optionsinto atable or agraph; to enable
comparisons. Information to be presented in a summary table should include:

() Option name

(i) Potentid areaavailable for the option

(i1i) Per hectare and total mitigation potentia (tC).

(iv) Investment or life cycle costs per hectare

(v) Investment or life cycle costs per t of C abated

(vi) Total cost for each mitigation option.

(vit) NPV and BRAC indicators for each mitigation option.

4.0 Solved Examples of Mitigation Options

In this Section we present numerical examples of two mitigation options (reforestation and
protection) which were anayzed using the COMAP framework.

41  Example 1. Reforestation of Wetlands

The first example consists of a mitigation option to reforest awasteland at arate of 1000
hectares per year over a40 year period. In the baseline scenario, this area would have remained
as awasteland with low vegetation biomass density (20 tB/ha), and a stable soil carbon density
estimated at 70 tC/ha. Thisinformation is entered in steps 2, 3 and 4.1 as described above.

Under amitigation scenario, the wasteland will be reforested by fast growing species whose
rotation ageis 10 years, and will be managed in perpetua rotations. As described in Step 4.2, the
sequestered carbon will be stored in four poals, i.e,; (i) growing vegetation, (ii) decomposing
biomass, (iii) soilsand (iv) harvested wood products. In this example, it is assumed that soil
carbon will accumulate at arate of 2 tC/hathrough the first rotation, and remain constant after
that. It is estimated that the vegetation will store on average, half the maximum amount of
carbon that could be sequestered per hectare by the vegetation if the trees would never have been

56



harvested (Sathaye et. al. 1995). The amounts of carbon stored in detritus and that in wood
products depend on the decomposition period and the product’ slifetime respectively. On
average, each will store half of the maximum accumulation in the respective pool since the pools
are being replenished pursuant to the management of the rotational crop. The difference between
the carbon stock under the mitigation and baseline scenarios, provide an estimate of incremental
carbon pool arising from the reforestation project (see Step 4.3).

The costs per hectare under baseline scenario are minimal ($5/halyr), mainly from wasteland
management such as fire protection. In the mitigation scenario, alargeinitia cost isincurred in
the first three years for ground preparation, planting, weeding and beating-up. For the remainder
of the rotation, thereisasmall but increasing maintenance and monitoring cost ($15 —
$150/halyr) for activities such as pruning, thinning and protection. In this example, the costs are
discounted at 10% discount rate to obtain input-based cost effectiveness indicators such as
present value of initial costs, present value of all costs, and annuaized value of costs.

The value of products obtained from the wastel ands such as firewood and non-timber forest
products is estimated at $20/halyr. Under mitigation these would increase to $75/halyr, but the
largest benefit comes from the timber products which are vaued at $1000/ha at harvest. At 10%
discount rate, the reforestation program yiel ds benefits whose present value is estimated at $
4125/ha, or an annualized value of $ 423/halyr. The net present value is estimated at $1198/ha
for the mitigation project.

Theresults for the first example are contained in Table 9. The carbon pool is estimated for both
scenarios as well asthetota costs and benefits for the program, and these are used as abasis for
estimating the four cost effectivenessindicators. The reforestation project would result in a NPV
of $4.75/tC or $266/ha of reforested land. Thisimplies that the mitigation project can be
economicaly be implemented, with the monetary benefits outweighing the cost. If benefits were
to be ignored, the present value of costs add up to $13.87/tC sequestered or $777/ha. This
indicator is useful for ranking projects which have no monetary benefits, or for budgeting
purposes, sincethisisthe present value of the resources which are going to be required to
implement the project. The present value of initid cost is estimated at $8.5/tC or $476/ha, an
amount which is critical for policy purposes, since the availability of such fundsis necessary to
initiate the project. The net cost of removing aton of carbon from the atmosphere for a year
(BRAC) was estimated at 3.6 cents (negative cost), assuming that the damage caused by its
amospheric residence increases at arate equal to the societal rate of discount. In this example,
we actually gain 3.6 cents (in 1990 value) per ton of carbon withdraw from the atmosphere by
the reforestation project. The large NPV and positive BRAC can be attributed to the substantial
stream of timber benefits from the project.

4.2  Example2: Forest Protection

This example involves the protection of a closed dense forest which covered 15,000 hain 1980
and by 1990 (base year) it had been reduced to 12,000 ha through conversion to agriculture. At
this rate, the baseline scenario assumesthat all the forest will have been converted to agricultural
land by the year 2030. The proposed mitigation option involves protecting the forest through
measures such as setting a new policy for the area, boundary demarcation, surveillance,
enforcement, and provision of equivaent or better alternatives for the people who were
converting the areato farm land.
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Theresults for this example are presented in Table 10. To evauate this mitigation option
requires estimates of carbon densities under baseline and mitigation scenarios. Under basdline
scenario, the vegetation carbon per unit areais expected to decline to about 7tC/ha by 2030,
though the soil carbon is conservatively projected to remain unchanged. If the areais protected,
both the vegetation and soil carbon are projected to increase significantly. The incremental
carbon gainis projected to reach 114.5 tC/ha by the end of the program.

Table9. Resultsfor Example 1: Reforestation for Rotation M anagement

Y ear 1980 1990
FROM STEPS 2 AND 3: LAND AREA (ha)

Basdline Scenario

Wastdland
Mitigation Scenario
Wastdland
Reforested Land

1991

1992

40000 40000 40000 40000

40000 39000 38000

1000 1000

STEP 4: ESTIMATING CARBON POOL AND SEQUESTRATION
STEP 4.1: BASELINE SCENARIO -- WASTELANDS

Standing V egetation Carbon

Dry Weight (t/ha)

Carbon density

Soil Carbon

Amount of carbon stored in soil (tC/ha)
Carbon Pool (tC/ha)

0.45

STEP4.2: MITIGATION SCENARIO -- REFORESTATION

1. Vegetation Carbon Pool 30
Rotation Period (Y ears) 10
Mean Annua Increment (tB/year/ha)

Carbon density

2. Soil Carbon Pool
Accumulation Period (Y ears)
Amount of carbon stored in soil (tC/halyr) 2

3. Decomposing Matter Carbon Pool
Decomposition Period (Y ears)
Amount of decomposing carbon (tC/halharvest)

4. Product Carbon Pool
Average Age (Years)
Amount of C stored in product (tC/halharvest)

Carbon Pool due to Mitigation Option (tC/ha)
Carbon Pool Incl. Baseline Soil Carbon (tC/ha)

STEP 4.3: TOTAL CARBON DENSITY (tC/ha)
Basdine Scenario
Wasteland
Mitigation Scenario
Wasteland
Reforested Land

20
0.45

70
79

30
10
12
05

20
10

2
10.5
6
21
4.5
3

9

65

135

79

79
135

58

20
0.45

70
79

30
10
12
05
20
10
10.5

21

65

135

79

79
135

1993

65

135

79

79
135

2029

1000
1000

20
0.45

70
79

30
10
12
05
20
10
10.5

21

65

135

79

79
135

2030

40000

1000

20

70
79

12
05

20

10

10.5

21

65

135

79

79
135



Table 9. Continued: Resultsfor Reforestation for Rotation M anagement Example

Year

STEP5: ESTIMATING COSTSAND BENEHTS
STEP5.1: COSTS ($/halyr)
Basdline Scenario (Wastelands)

1980 1990

5

Mitigation Scenario (Reforestation)

STEP5.1.1: STREAM OF COSTS ($/ha) OF REFORESTATION

Initial Costs ($/halyr)

Recurrent (Maintenance etc.) Costs ($/halyr)

Monitoring Costs ($/halyr)
Establishment Costs ($/halyr)
Total Costs ($/halyr)
Present VVaue of Costs ($/ha)

1015
2927

Annualized Vaue of Costs ($/halyr)

Present Vaue of Initial Cost

STEP5.2: BENEFITS ($/halyr)
Baseline Scenario (Wastelands)

Mitigation Scenario (Reforestation)

1991 1992
5 5
300 300
1000 800
10 20
5 10
830 545
300

1946
20 20
423 423

1993

300

500
30
15

20
423

STEP5.2.1: STREAM OF BENEFITS OF REFORESTATION PROGRAM

Timber Product ($/halyr)

Non-timber benefits (fuel wood) ($/halyr) 5

Non-timber benefits ($/halyr)
Other benefits ($/halyr)
Total Benefits ($/halyr)

Present VValue of Benefits ($/ha)

7.5

4125

Annualized Value of Benefits ($/hafyr)
NET PRESENT VALUE OF BENEFITS ($/ha)

Year

1990 1991

STEP6.1: TOTAL CARBON POOL (1000'stC)
Annually Created Incremental C Pool 56

Basdline Scenario

Wasteland

Mitigation Scenario

Wasteland

Reforested Land

3160
3216
3081
135

0
10
25

15

423

1198

1992

56

3160
3272
3002
270

0
15
5

22.5

1993

56

3160
3328
2923

405

0

7.5

150

1075

2029

56

3160
5344
79

5265

2029

300

100

150

20
423

1000

25

1075

2030

56

3160
5400
0

5400

STEP6.2: TOTAL COSTS AND BENEFITS OF FORESTATION PROGRAM (1000's $/yr)

Present Value at 10% discount rate

Incremental Net Benefit
Basdline Scenario Net Benefit

Cost
Benefit

1079 216
600
200 200
800

Mitigation Scenario Net Benefit 708 816

323
600
200
800
923

59

4312
600
200
800
4912

10644

600
1956
800

16511

2030

300

20
423

1000

25

Total

2240

5867

7823



Table 9. Continued: Resultsfor Reforestation for Rotation M anagement Example

Year 1990 1991 1992 1993 ... 2029 2030 Total
Annual Cogt of Wasteland 195 190 185 5 0 1462
Annualized Cost of Converted Land 300 600 900 11699 11998 29615
Annual Benefit from Wasteland 780 760 740 20 0 5849
Annualized Benefit from

Converted Land 423 846 1268 16488 16910 41740
Present Value of Initid Costs ($/ha) 1946 1946 1946 ... 1946 1946 19029

STEP 7: COST-EFFECTIVENESS INDICATORS FOR THE 40 YEAR PROGRAM

Net Present Vaue of Benefits

Dollars Tonne C 475
Dollars Ha 266.00
Benefit of Reducing Atmospheric Carbon (BRAC)
Dollars Tonne C 00.036
Initial Cost
Dollars/ Tonne C 8.50
Dollard Ha 476.00
Endowment (Present VValue of Costs)
Dollars/ Tonne C 13.87
Dollars Ha 777.00

The cost of protection isminimal ($2/halyear) under baseline scenario, mostly for reducing the
acceleration of the process by influx of more farmers, and boundary fire protection to avoid
burning of the remaining forest or its spread to other forested areas. However, the benefits
accruing from the agricultura production are estimated at $50/halyr, which will be considered as
an opportunity cost of protecting the area under the cost of the program. Furthermore, the
annualized value of direct cost of protection under mitigation risesto $ 9.4/halyr.

Using the stream of monetary costs and benefits from the program, and dividing this by the
carbon benefits which will accrue, the cost effectivenessindicators reveal that it will cost
$0.70/tC or atotal of $177.50/ha of protected forest. The value of the BRAC indicator implies
that in 1990 dollars, it will cost 5 cents per ton of carbon withdrawn from the atmosphere per
year, if the damage rate would rise at the samerate as the social rate of discount. Theinitial cost
of protecting the forest is about 2 cents per ton of carbon or $ 5/ha, and it would require an
endowment of $64.37/hain the base year to ensure the protection of the forest, or 25 cents per
ton of carbon.

These estimates are consistent with expectations since there are no products with monetary value
which is obtained from the area under the mitigation scenario. However, as mentioned earlier,
the cost per ton of carbon is still quite low compared to other mitigation options, especialy in
thefossi| fuel sector.
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Table 10. Resultsfor Example 2: Forest Protection

Y ear 1980 1990 1991 1992 1993  .... 2029
FROM STEPS 2 AND 3: LAND AREA (ha)
Basdline Scenario 15000 12000 11725 11450 11175 ... 1275
Land Converted from Forest 275 275 275 275
Mitigation Scenario 15000 12000 12000 12000 12000 12000

STEP 4: ESTIMATING CARBON POOL AND SEQUESTRATION

STEP4.1: BIOMASSDENSITY (t/ha)

Basdline Scenario 200 160 158 157 155 108

Mitigation Scenario 200 160 162 163 165 236
STEP 4.2: BIOMASS CARBON DENSITY (tC/ha)

Basdline Scenario 100 80 79.2 784 776 54.1

Mitigation Scenario 80 808 816 824 1179

STEP 4.3: SOIL CARBON DENSITY (tC/ha)

Basdline Scenario 100 100 1000 1000 100.0 100.0

Mitigation Scenario 100 100 101.0 1020 103.0 147.4
STEP4.4: TOTAL CARBON DENSITY (tC/ha)

Basdline Scenario 200 180 1792 1784 1776 154.1

Mitigation Scenario 180 1818 1836 1855 265.3

STEP5: ESTIMATING COSTSAND BENEFITS

STEP5.1: COST OF FOREST PROTECTION ($/halyr)

Basdline Scenario 2 2 2 2 2 2
Mitigation Scenario 94 94 94 94 94
STEP5.1.1: STREAM OF COSTS AND PRESENT VALUE ($/ha.)

Initial Costs 5

Recurrent (Maintenance etc.) Costs 0.5 0.5 0.5 0.5
Monitoring Costs
Tota Costs 55 05 05 05
Present VValue of Costs 94

STEP5.2: BENEFIT FROM LAND CONVERSION ($/halyr)
Basdline Scenario 50 50 50 50 50 50

STEP5.3: BENEFIT OR COST OF PROVIDING ALTERNATIVE PRODUCTS (1000's $/yr)
Mitigation Scenario -14 -29 -43 -563

STEP5.4: BENEFIT FROM FOREST PROTECTION ($/halyr)

Basdline Scenario 2 2 2 2 2 2
Mitigation Scenario 15 15 15 15 15
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2030

1000

12000
107
238

535
1191

100.0

148.9

1535
268.0

05

05

-578

15



Year 1980 1990 1991 1992 1993
STEP6.1: TOTAL CARBON POOL (1000'stC)
Annual Incremental C Protected 80 80 80
Basdline Scenario C Pool 3000 2160 2101 2043

Mitigation Scenario C Pool 2160 2181 2203

2029

75

STEP 6.2: TOTAL COSTS AND BENEFITS OF FOREST PROTECTION (1000's $)
<Present Value at 10% discount rate>

Incremental Net Cost -39 -10 18
Basdline Scenario Benefit 14 28 41
Cost 23 23 22
Benefit from Conversion

(Opportunity Cost) 14 28 41
Benefit from Forest 23 23 22
Mitigation Scenario Benefit 52 38 23
Cost 113 113 113
Alternative Supply of Imported Products 14 29 43
Benefit 180 180 180

STEP 7: COST-EFFECTIVENESS INDICATORS
Net Present Value of Benefits

Dollars Tonne C -00.70
Dollars/Ha. -177.50

Benefit of Reducing Atmospheric Carbon
Dollard Tonne C -00.05
Initial Cost of Forest Protection

Dollars Tonne C 00.02
Dollars Ha . 5.00

Endowment (Net Present Vaue of Costs)

Dollars/ Tonne C 00.25
Dollars ha 64.37

62

1033
536
2

536
3

-496
113
563
180

2030

3062

196

3184

1061

550
180

550
2

-511
113
578
180

Total

154

3216

2130
136

136
180

=772
1107
1425
1760
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Appendix A: Estimating Net Present Value of Forests Managed in Perpetual Rotation

This note explains the computation of the net present value (NPV) for a plantation or forest,
which is managed in perpetua rotation. We provide the formulas for computing the NPV for
one rotation on asingle plot, that for perpetua rotations on a single plot and finally for a mosaic
of perpetua rotations on multiple plots. The NPVMP shown in the last equation should be used
to calculate the NPV indicators shown in Item 4.

.
NPV = % (Rt-Cpe 't
0

Where:
Rt = Revenue per hectareintimet
C; = Cost per hectarein timet
r = Rate of Discount
T = Rotation age in years
e = Naturd logarithm base

b. NPV per hectarefor perpetual rotationson oneplot (NPVP):

NPVP = NPV (1-e™™)™

Note that for coppice plantations, arotation should be taken to mean the length of time until
replanting. The coppice harvest and costs should be treated as intermediate output and costs.

c. NPV per hectare of perpetual rotations on multiple plots (NPVMP):

NPVP = NPVP(1- &™)/ T(1-e™)

d. Estimating the Benefit of Reducing Atmospheric Carbon (BRAC)

For the case where the economic damage caused by carbon increases at the rate of discount, we
can estimate BRAC using the following formulation.

BRAC= NPV /(a™} °C)

where;
NPV = Net Present Vaue of Benefits
a= Decay Rate of Carbon
Te = Timeduration of carbon flows
C: = Net carbon flow intimet
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Appendix B: Mitigation Optionsin Forestry
l. Maintain Existing Stocks:

Q) Forest Protection and Conservation —

Such mesasures, projects or policies are usually put in place for non-carbon resource
management purposes, such as wildlife protection (national parks and game reserves),
biological reserves, soil conservation, water catchment reserves, recrestional aress, etc.

(2 Increased Efficiency in Forest Harvesting and Product Utilization.

These measures may include selective harvesting, harvesting for multiple end-uses,
wood residue utilization for fuel, increased conversion efficiency (esp. in saw-milling and
pulping) possibly involving technological intervention; salvage operations during conversion of
forests to other landuses like hydropower devel opment, etc.

3 Bio-energy initiatives

» Efficient charcoal kilns and packaging of charcoal e.g. briquetting, more efficient woodfuel
stoves, increased use of charcoa for industry like stedl, use of sustainably grown woodfuel in
the agricultural processing e.g. tobacco and tea curing, etc.

»  Urban tree planting to reduce fossil fuel use for cooling and heating
. Expanding Carbon Sinks,

Each one of the options under this category has to be separately identified and described
depending on the end-use for which the new biomass is intended or the fate of the new land

use. These would include: forest products such as woodfuel, timber, pul p and paper; forest
services such like recreation, soil protection, emission reduction through fossil fuel substitution,
etc. The fate of the biomassinfluences the carbon flows, cost and benefit streams, aswell as the
implementation possibilities of the specific mitigation option listed below:

(1) Afforestation - Planting forestsin bare land, with biomass density commensurate to
the objective of the project.

(2) Reforestation - Replanting and/or natural regeneration of deforested aress.

(3) Enhanced Regeneration - increasing the biomass density of existing degraded and
under-stocked forests.

(4) Agroforestry - Some or al of the agroforestry forms listed below may be applicable
to different suitable sites in the country. The most commonly practiced forms are:
* inter-cropping for agricultural and forest products

» boundary and contour planting for wind and soil protection, as well agricultural and wood
products.

- taungya system which is applied in tandem with forest management.

- pastro-silviculture for forest and animal husbandry products

- non-timber tree farms for rubber, tannins, bamboo, rattan, etc.
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(5) Urban and Community Forestry
Include here is non-contiguous tree cover not elsewhere covered. This may include
residentia shade trees, roadside and demarcation trees.

[l Substitution of GHG-intensive products

* Theuse of sustainably grown biomass for fossil fuels will delay the release of carbon from
the fossl fuelsfor aslong as the fossil fuels remain unused (Hall et. al. 1991).

» Similarly, wood-derived from renewable sources if used as a substitute for wood obtained
from depletable natural forestswill aso delay carbon rel ease. Biomass products can also be
used to replace emission-intensive products such as concrete, stedl, plastics, etc.
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Chapter 4: Methodsfor Analyzing the Factorsthat Shape GHG
Emissionsin the Transportation Sector

Roger Gorham, World Bank
1.0 Introduction

The transportation sector involves a complex series of interactions rel ating peopl e with how
they and their goods move around. Understanding why people behave asthey do is extremely
difficult. Unlike the manufacturing sector, a near-universal decision rule, such as minimizing
costs, is not capable of explaining even asmall part of the observed behavior. There are many
complex motivations that factor into a household’s or firm are transportation decisions. A given
policy or strategy, therefore, will often not produce the intended results. Unforeseen or
unpredicted responses by target groups often occur. It isimportant, therefore, for policy makers
and anaysts to have afirm grasp of the various factors that shape greenhouse gas emissionsin
the sector, to be in a better position to understand and evaluate the potential responses of policy
target groups.

A number of publications provide guidance and techniques for eval uation of GHG emissions
reduction optionsin the transportation sector. The present paper does not propose a detailed
GHG mitigation analysis methodology per se. Rather, it examinesin detail the various
analytical components of GHG emissions in the sector, and the tools and techniques used by
transportation professionals to anayze these elements. In so doing, we hope to shed light and
provide insights to analysts of GHG options. One of the motivations behind such an aimisthe
observation that there exists awide range of tools and techniques used regularly in the field of
transportation which do not get fully taken advantage of in transportation energy or mitigation
analysis. This paper hopes to encourage cross-fertilization between the techniques of
transportation planning and GHG mitigation analysis at the nationa level.

20 A Conceptual Framework for Understanding GHG Emissionsfrom
Transportation

Transportation sector GHG emissions are the product of the amount of transportation activity
and the GHG intensity of the sector. Activity is measured as unit-distance over a period of time
-- for example, passenger-kilometers per year for the passenger (travel) subsector, and tonne-
kilometers per year for the freight subsector. By intensity, we mean the amount of GHGs
produced per unit of activity.

Transportation activity can be broken down into component factors, specifically aunit portion
(passenger-events or tonne-events of freight) and a distance portion (the average distance per
activity unit). The unit portion is assigned to a particular level of event on the transportation.,
hierarchy, most commonly, the trip in the travel sector, and the segment in the freight sector”:
The unit itself can be broken down into general human activity indicators (population size,

® Nomenclature for discrete transportation events differsin the literature, but generally, events can run the gamut of:
boardings (movement on a particular vehicle), stages or segments (movement on a particular mode), trips (one way
movement between an origin and destination), chains (movement from a significant origin -- like home or work -- to
adgnificant destination, possibly with interim stops), tours (movement between "home and home", through a
number of destinations) and sequences (one or more tours which define an important repetitive lifestyle pattern).
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overall economic output) and event rates (number of trips per person, number of tonne-
segments per unit of GDP).

The sector’s GHG intensity can be thought of as the product of the carbon intensity of each
mode and modal structure (share of total activity units made on each mode). The carbon
intensity of each mode, in turn, can be decomposed into the energy intensity of the mode (for
example, joules per passenger kilometer) and the fuel mix (the ratio of carbon massto unit of
energy). Energy intensity, in turn, isthe product of vehicle capacity energy intensity (for
example, joules per capacity passenger kilometer or joules per capacity freight tonne kilometer)
and the load factor (ratio of actual usage to capacity usage). Finaly, vehicle capacity energy
intensity isthe product of the vehicle-type capacity laboratory energy intens tyt: the vehicle
structure (share of modal activity by each vehicle type), and a factor representing on-road
deviation from the laboratory intensity (operating conditions factor).

This rather complex structure is represented in Figure 1. Boxes with no sub-units can be called
basic components of transportation-related greenhouse gas emissions, and we will use thisterm
to refer to these phenomena.  Although there are probably numerous ways of constructing such
decomposition (producing different middle level phenomena), any of these should lead to
roughly the same set of raw components.

The factors shaping GHG emissions from the transportation sector are expressed in the
following equations:

G:U*A*D*;(Sm*Z[ST*C*V*llo*llL]) @y
and

V=E*M 2
where,

G = Greenhouse gas emissions (CO,) from the transportation sector

U =# of active units (# persons, # tons of good produced, GDP, €tc.)

D = trangportation events generation rate (segments, trips, chains, etc. per active unit)

A = Distance per event

S = Share of mode (as proportion of tota travel)

Si= Share of vehicle type and model t (as proportion of total modal travel)

C = Carbon factor (content) of fuel used for vehicle typet

V = Vehicle capacity energy intensity of vehicletypet (e.g. joules of energy consumed per
capacity person or tonne kilometer, under ideal operating conditions)

O = Operationa optimum coefficient (0to 1, 1 meaning that vehicleis operating under
conditionsthat are the most efficient)

L ="Load" or vehicle occupancy factor

E = Engine intensity (joules of energy consumed per unit of power delivered at the flywheel)
M = Motive intensity (power at the flywheel per unit of capacity-movement)

" How "vehicle-type" is defined depends on the level of disaggregation of the analysis. It could be very general (i.e.
"passenger cars') or quite specific (i.e. "cars of aparticular weight class").
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Figure 1. Structure of Carbon Emissionsin the Transportation Sector

Note that vehicle capacity energy intensity can be thought of as having two components, an
engine intensity component (amount of energy consumed to produce a certain amount of power
at the flywheel), and a motive intensity component (amount of power at the flywhedl to produce
acertain distance moved). Thelatter ishighly dependent on various features of the vehicle
itself, including its overall capacity, the type of safety equipment on board, the amount of
power demanded by the user, the presence of air-conditioning or refrigeration equipment, etc.
Motive intensity, divided by the load factor, produces a "capacity mix intensity” indicator that
suggests how well tailored the vehicle fleet isto the loads it hauls.

This paper examines some existing or potential methodologies for ng the various
components of the above equation. In some cases, models or modeling techniques have been
well devel oped to meet the need. In others, there may be no currently existing model that is
appropriate to the task, in which case we outline what the parameters of such amodel might be.

3.0 TheComponentsof Greenhouse Gas Emissions

The first component of Equation 1 above, the basic unit component U, is taken to be exogenous
to the system. Consequently, we begin this discussion with the generation rates of transport
events.

3.1 Generation Ratesof Transportation Events (Trips)

Trave

We use the term "transportation event” to suggest that different units or levels of analysisare
possible, and each is appropriate in its own context. In practice, thetrip isthe usual unit of
analysisfor the travel sector, defined as a one-way movement between two addresses for the
purpose of accomplishing an activity. Activity, inturn, isusually defined broadly to
encompass many possible motives, such as shopping, work, engaging in work-related activities,
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leisure, etc. The classifications of these motives usually differ from study to study, often
making comparison between studies difficult. Other “discrete events’ might be a"ride" or
boarding, a segment, stage or link, a chain, and atour, each of which usualy has a specific
meaning in travel behavior research.

Techniques for modeling trip rates are well developed -- although oft criticized -- at the urban
or regional level. These techniques estimate the number of different (and often which type of)
activities outside the home the household will participate in during agiven time period. The
most widely-used of these models are zone-based; specifically, they predict aggregate trip rates
generated by or attracted to atraffic analysis zone —that is, number of tripsin agiven time

peri iod® The primary inputs tend to be physical -- for example employment density by
industry type, residential density, etc. -- but socio-demographic data, aggregated to the zonal
level (median income, for example), often enter as well.

In addition to zone-based trip generation models, there is a number of household- and
individual- based trip generation modeling techniques, which can broadly be classified into
aggregate and disaggregate techniques. Aggregate techniques mode trip rates attributable to a
household (or individual) of a given type by cross-classification techniques. These types might
be identified by two or three class variables -- for example, income, car ownership, and stagein
family life cycle. Ideally, the categories are designed such that the sum of the standard
deviations of thetrip ratesin each of the cellsis minimized. In disaggregate trip generation
models, trip rates are model ed as probabilities of choosing a discrete number of trips, meaning
that the number of trips chosen is that which maximizes household or individua utility, subject
to budget, time, and other constraints. Regardless of the model type, predictive household- or
individual -based trip generation models work only as well as the ability to forecast the
composition of the population into these groups.

Models of trip generation often segment the trips by purpose, which is usually determined by
activity at the destination. Many such modelling systems might distinguish only work from
non-work trips, but more elaborate distinctions are possible. A typica set of trip purposes for
industrialized countries and/or urban settings might be (Gorham, 1997):

e Home

e School

Work
Work-related

* Leisure/ Persona Interest

» Food Shopping

* Non-Food Shopping

»  Other Persona/Household Business
* Serve Passenger

o Other

For rura tripsin developing countries, the set of trip purposesislikely to be different. Dawson
and Barwell (1993) report the following identified trip purposesin asurvey of rural transport
studiesin Africaand Asia

8 Traffic analysis zones, or TAZs, are usually designated by local transportation planners based on land groupings of
similar physical or socio-economic attributes.
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» Water collection

» Firewood collection

» Trave to the grinding mill
*  Supply of farm inputs

»  Crop production

» Crop harvesting

* Crop marketing

* Travel to market

» Trave to health facilities

Thesetrip purposes fit well into a"Basic Needs" framework of transportation planning (See
Dimitriou, 1992). Note that both sets of trip purposes might be model ed as aggregate zonal
numbers or individual or household rates for a given time period.

In addition to identifying trips according to purpose, it is also common practice in
transportation studies in the industrialized world to identify atrip "base", by examining not
only the purpose at the trip destination, but also at the origin. Thisis particularly truein studies
where the "trip" isthe only event investigated -- i.e., the researcher is uninterested in trip
chaining or tour-making behavior. Trip bases help define the context in which thetripis
taken®!

At the national level, the most practical approach to trip generation studies may be to segment
the analysis into region-types. An example of such segmentation might be to try to predict trips
separately for the largest metropolises, medium and small-sized cities, rurd aress, intercity
travel, and agricultural-to-market travel. The kinds of variables that might enter into amodel
would include socio-economic information about the household and data about the structure
and vehicle-owning attributes of the household.

Any trip generation model would need to be calibrated against a set of existing data, and thisis
perhaps the most problematic or costly aspect of such an effort. However, the type of
information necessary for such a calibration could easily be incorporated into the framework of
a Basic Needs assessment of one or several regionsin acountry. This could be collected as part
of an overall development planning strategy of which transportation is only one portion
(Dimitriou, 1992).

Freight

For various practical and theoretical reasons, the analysis of freight transportation is more
difficult than that of passenger transportation (travel). Practically, the main difficulties are
associated with the lack of straightforward price or cost data, and the prevaence of many actors
in the transport process, whose goals, motives, and behaviors do not always share the same
modelable decision rules (Ortuzar and Willumsen, 1994).

Theoretically, some of the problems of modeling behavior are associated with the appropriate
choice of the unit of activity to be analyzed. The unit of analysisin thetravel sector isthe
discrete unit person (i.e. we measure person trips or person kilometerstraveled). However, a

° The base of atrip isusualy either "home" or "other", although occasionally "work" is used aswell. A home-based
trip isone in which either of the trip ends are the tripmaker's home. A work-based trip isany trip that cannot be
categorized as home-based and in which either of the trip ends are the tripmaker’s place of employment.
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simple, discrete standard does not exist in the freight sector. Instead, it is common practice to
use the continuous measure, weight, as the unit standard (i.e. tonnes lifted or tonne-kilometers
moved). However, such ameasure is not ideal, since it provides no indication of the economic
value of the good or goods being moved. A more holistically satisfying unit might be "Value
Added Content” (VAC); instead of speaking of the number of tonnes lifted, for example, one
might speak_of aVAC lifted, and, similarly of the VAC-kilometersinstead of tonne-
kilometersi®! (Alternatively, avalue-to-weight ratio unit could concelvable be used, aswell.)
The primary reason that a value-based unit is more desirable is that often an aggregate criterion
in freight transportation analysis at the national level -- and particularly so for cost-benefit
analysis -- isthat value-added is the direct building block of gross domestic product.
Regardless of whether thisis the appropriate criterion for many countries, it is clear that when
tonnage is used as the unit of analysis, hidden rel ationships between productive output and
gross mass of goods produced may go undetected. These undetected relationships may have
important implications for transportation policy.

Despite these considerations, however, most of the data available to transportation anal ysts
relate to weight, not value added. Theindividua event in freight transportation is usually
recorded as tqnnes lifted, that is, the number of tonnes "loaded" onto various means of
transportation™' This event is the conceptual equivalent of the " ent" or "stage” in the
travel sector. Tonnes lifted are also usually identified by cargo typet?!

From the above discussion, it should be clear that the individual transportation eventsin the
freight sector are even more dependent on other factors than in the travel sector. Theseinclude:
the total amount of goods produced (by type), the physical structure of production and
distribution systems, the extent and character of intermodalism within the transportation
network, and the nature of the waste stream and attendant networks. It isunlikely that any
forma model will be able to capture the effects of these complex and qualitative el ements, but
the analyst and policy maker should be aware that policies which impact these e ements will
have an impact on the number of freight segments generated.

3.2 Digtance per Event
Travel

A standardized methodology for predicting the average distance traveled per trip, particularly
for aggregating over entire countries, does not exist. However, in urban and regional
transportation modeling, where details and characteristics of transportation systems are well
documented, techniques for predicting trip distances for particular trips are well established.
These techniques involve identifying origin-destination matrices, then iteratively "loading"
these trips onto a simulated transportation network along different aternative "paths" until the
transportation network reaches an equilibrium point. The "loaded" network at equilibrium then
can givetrip distances for each O-D pair, and henceit can provide average trip distances as
well.

Such techniques, however, do not lend themselves to analysis at the nationa level. A more
promising approach would be to stratify the model into region-types plus inter-regional trips, as

19 Even this conceptual advance would not be unproblematic, since the act of transportation itself adds value to
goods.

" Thisincludes fluidsin apipeline, even though these are not technically "lifted".

12 Cargo type can be seen as afreight equivalent to trip purpose for the passenger sector.
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was recommended for trip generation, and model average distance per trip separately for each
trip purpose and region-type. Such atechnique would admittedly be quite coarse at finer levels
of analysis, especially since trip-chaining behavior is not taken into account, but it might prove
quite useful at higher levels of aggregation. Various right-side variables could be experimented
with, including variable costs of travel (fare, tolls, fuel costs per kilometer) and average speed
of travel. In addition, factors related to the specific type of model could also beincluded. For
the large urban agglomeration or medium sized-cities, for example, (average) size of the
agglomeration (both population and geography) might enter into the model. For rural or
intercity models, average distance between villages, towns and cities might be afactor where
road or rail networks are reasonably extensive, or average number of villages, towns and cities
per 1000 sguare kilometers, where they are not.

It would also beideal to be able to include variables that reflect the nature of settlement patterns
on the landscape, particularly for urban areas. Adeguate quantitative indicators of such
variables, however, have proved elusive, even in the developed economies of the West. The
easiest of these variable typesto quantify is density, and many studiesin the United States have
utilized both residential and employment densities in various travel models (Pushkarev and
Zupan 1977, Cervero 1994, Parsons Brinckerhoff 1993). These gre usually specified as net
persons per unit of land (acre, square mile, square kilometer, etc.)*' Density, however, is not
the only possible measure, and it is questionable whether it is even the best measure (Gorham
1997). There are anumber of difficulties associated with measuring density, not least of which
Is the question of whether the baseline geographic unit is sufficiently small to capture changes
in development intensity from areato area. In California, for example, even the lowest level
division of geographic data from the Census Bureau, Census Tract Block Groups, are often till
too big to pick up important variations in density and other land-use features (Cervero and
Gorham 1995).

Other measures of settlement patterns have been proposed and occasionally used in models.
These include accessibility indicators (Cervero 1989, Handy 1993), mixture of use measures
(Frank 1994, Frank and Pivo 1995, Messenger and Ewing 1996), characterizations of the road
network (Cervero and Gorham 1995, Me&ﬁ\ger and Ewing 1996) and pedestrian-friendliness
indicators (Parson and Brinckerhoff 1993)%! Like density, however, the basdline geographic
unit must be fairly small in order to adequately capture differencesin land form.

Theindicators just discussed can be applied at the local level, when looking at settlement forms
of particular neighborhoods. But the settlement form of the agglomeration as awhole -- the
regional structure -- isjust asimportant, if not more important, to understanding travel
phenomena such as the average distance per trip or modal shares (Handy 1993, Cervero and
Gorham 1995). Unfortunately, this aspect of transportati on/land-use interactions remains
poorly understood at present. Some analysts contend that overall density at the level of the
agglomeration impacts automobile use (Newman and Kenworthy 1989), and others have
investigated the interrel ationship of densities at the origin and destination of trips (Pushkarev

13 For policy purposes, it may make more sense to use density measures based on physical attributes (dwelling units
per hectare or Floor Area Ratio), since these are the units which planners and architects are most likely to understand
and respond to, and zoning and planning codes -- the principal policy regulatory instrument for influencing
settlement patternsin most cities and regions -- are usually written in terms of these attributes. It isamost dways
more difficult to get data on these physical attributes, however.

1 Theindicators listed here were used to model different transportation-related phenomena, not necessarily distance
per trip.
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and Zupan 1977), but an extensive or more sophisticated understanding of the impact of
regional structure on travel behavior has not been operationalized.

Researchers have only begun to understand how to use these indicators, and no doubt, the
development of Geographic Information Systems will make their application easier, more
objective, and more sophisticated. Nevertheless, the resources required to develop such
indicators are demanding. To our knowledge, indicators of thistype have not yet been used in
transportation studies outside the developed world, and many countries and regions will not
have the luxury of being able to use them explicitly in their modeling efforts for some time to
come. Nevertheless, policy analysts should bear in mind the important role of settlement
patterns in influencing the distance per trip (Gorham 1997).

Freight

Like the distance per trip, the distance per freight segment has generally not been modeled.
However, also like distance per trip in the travel sector, it can be derived by modeling O-D
matrices within a given (closed) system, and then loading the matrices onto a network to
develop actual route assignments. The data collection problem for freight is, however, much
more complicated than for the travel sector because of the number of actors who might be
involved (Ortuzar and Willumsen 1994). The O-D matrices (that is, the network of shipment
points) might be determined by shipping companies, whereas the actual route traveled would be
determined by the carrier, which may or may not be the sasmefirm. The problemis
complicated by the growing prevalence of own-account transportation (in which firms transport
their own goods on their own fleets.)

One way around the difficulty of data collection isto use probabilistic methods of identifying
likely O-D matrices, based on easily-observed data (e.g., traffic counts), such as originally
proposed by Wilson (1974) and subsequently refined in real-world applications (Tamin and
Willumsen 1989, List and Turnquist 1994). These methods formulate linear programming or
entropy-maximization equations to "backcal culate” the most likely O-D pairs and route choices
according to a set of constraints. These methods have also been applied to the travel sector,
where resources do not permit the collection of detailed O-D data

A more useful and flexible, but also more costly, approach to this analysis might be to model
segment lengths according to type -- long-distance (line-haul) rail distances, long-distance truck
distances, feeder truck servicesto rail, feeder truck servicesto truck, and so on. Depending on
resources, the complexity of such amodel or system of models might be grest or little. To our
knowledge, no such work has yet been undertaken.

33 Modal Structure

Altering modal structure can be one of the most effective policies toward reducing greenhouse
gases and energy consumption in the transportation sector. Policiesthat try to influence
traveler choices away from private automobiles and toward non-motorized and public
transportation modes have severd attendant benefits. First, a given passenger kilometer that
would otherwise have been associated with one vehicle kilometer is now associated with only a
fraction of avehiclekilometer. This, in turn, means that carbon output per passenger kilometer
and per trip islower. Second, non-motorized and public transportation vehicles in the passenger
travel sector tend to make much more efficient use of road space than private motorized
vehicles, particularly where the |oad factors of the latter are low.
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Some of the most advance and refined tools and techniquesin the transportation sector pertain
to modeling the structure of transportation activity what share of overall activity occurson
which modes. Numerous forms of modal choice models have been developed, including
aggregate and disaggregate approaches, of varying degrees of complexity. The most widely
used is the multinomial logit, which predicts the choice of mode as a disaggregate probability
that agiven individua will choose a particular mode. Its functional form (following Ben Akiva
and Lerman 1993) is given as:

. euin
R()=—— (3a)

Yjcc, "

where Py(1)= Probability that individua nwill select model
C, =the available choice set for individua n
Ui, =the utility of mode |, whichis given by

Ujn=V(AX) +¢& (3b)

where X = avector of attributes
A = avector of coefficients to be estimated
€ = an error term, which is assumed to be We bull distributed

In principle, the functional form of V can be tested empirically, but in practiceit is often
specified aslinear. Several specialized software packages exist to run these models, and,
increasingly, there are modules available for more genera statistical packages such as SPSS
and SAS. (Some, however, only accept linear functional formsfor V.)

The kinds of inputs used in modal structure models (such as would enter into X in the model
presented above) can be categorized into three types: those that describe the trip maker (such as
sex, age, profession, etc.), those that describe the trip itself (such as usual time of departure, trip
purpose, characteristics of origin and destination, etc.), and those that describe the modes (such
as vehicle availability, service frequency, duration, comfort, etc.). Each of these types of
influence isimportant in the model specification, not only because it helps to understand the
potential responses of travelersto policy-driven changes, but also because it allows the analyst
to identify interactions among these different types of influence, which may in turn help policy
makers better formulate their prescriptions.

One criticism of disaggregate models such as the multinomial logit described aboveisthat they
tend to be costly to calibrate, since they require detailed survey-type data. For this and other
reasons, aggregate mode-choice models have often been used. However, these models are
often integrated into “direct demand” models, which estimate either trip generation,
distribution, or both s multaneoudy with mode choice for a given urban system. Thus, they do
not lend themselves well to national-level analysis. Examples of use of these modelsin
particular cities of the developing world abound, however. Two are Matos and Mora-Camino
(1986) and Timberlake (1988).

An independent aggregate model of modal choice might model the actual share of total pkm or
tkm at a given target date, and include such variables as: variable prices of different modes,
supply considerations — measure of infrastructure provision/level of service provision of
different modes (e.g. length of intercity road and rail, capacity kilometers provided per capitaor

7



unit GDP of different modes) —travel purpose forecasts (i.e. business versus leisure versus
commute, etc. as share of total travel), and private vehicle penetration levels. Again, liketrip
generation and distance per trip models, it might be desirable to segment this model into market
types, such as; urban, rural, rural-to-market, and interurban leisure or urban to rural leisure™!

34  Vehicle Capacity Energy Intensity

With this category we begin examining technical as well as behaviora determinants of GHG
emissions. Although analysis of energy intensity isimportant for all modes, we will limit our
consideration here to road-based vehicle fleets. In practice, vehicle intensity is amuch more
widely used indicator than vehicle capacity intensity. The former is measured in units of
energy consumed (e.g. joules) per vehicle distance traveled (kilometers). The latter, onthe
other hand, is measured as energy consumed per potential or capacity passenger-distance or
capacity freight-distance (e.g. the number of passenger-kilometers or tonne-kilometers that
could be effected if the vehicle were filled to capacity.) The latter definition is more
holistically satisfying, since it includes the idea that how well suited avehicle fleet isto the
needsto which it is put is an important component in overall energy consumption. A variation
of the vehicle capacity intensity indicator would be to measure capacity by volume of the
passenger/freight compartment (i.e. energy consumed per cubic meter-kilometer) (seefor
example McNutt and Patterson 1986).

A second distinction, also rarely used in actual analysis, but conceptually quite useful, is
between engine intensity and motive intensity of the vehicle or vehicle capacity. Engine
intensity represents the amount of (potential) energy input needed for a given amount of energy
output from the engine —that is, power-time available at the flywheel to actually accomplish
work, such as move the vehicle, power the air conditioner, etc. The principal component of
engine intensity is the specific power of the engine (that is, the amount of power produced per
volume of cylinder displacement), and many of the technologies to reduce engine intensity
(boost engine efficiency) focus Qn specific power. In power units, the engine intensity

rel ationship can be expressed ast®"

Po = f(A,k,V,N,n)

where Py = the amount of power output at the flywhed,
P, = the amount of power input in the fud (e.g. gallons of gasoline per minute),
k =an enginefriction coefficient,
V = the volumetric size of the engine,
N = the engine speed, and
n = acoefficient of thermal efficiency.

Motive intensity refers to the amount of energy at the engine flywheel needed to produce a
capacity person distance — e.g. watt-hours per capacity kilometer. Technologies to reduce
motive intensity focus on improvements to power transmission and reduction of load to the
vehicle, such as overdl size, weight, the nature of the tires, and aerodynamic improvements.
Improvements to power transmission also alow the engine to operate at its most optimal speed.

%> For rapidly urbanizing countries, this category of trip, which encompasses visiting family and friends, might be
quite significant.

18 Note that the adiabatic mixture can affect Pi, and N isvariable, so some combination of Pi and N will minimize
the intensity of aparticular engine. Engine intensity as a concept, however, refers to improvements that will reduce
intensity when these factors, particularly engine speed, are already at their optimum.
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The kinds of technical improvements that are applicable to each of these types of intensities are
summarized in Table 1, which is adapted from DeCicco and Ross (1993,
Table 1).

Table 1. Vehicle Energy Intensity Reduction Technologies

Technology Type of inten- Maximum improvement in efficiency*
sty reduction A B C D
Engine Technologies
Multi-point fuel injection E 30 30 30 30
Four valves per cylinder E 6.6 6.6 6.6 6.6
Friction reduction E 29 6.0 6.0 6.0
Overhead camshaft E/PM 3.0 3.0 3.0 3.0
Compression ratio increase E 0.0 1.0 1.0 1.0
Variable valve control E 6.0 120 12.0 120
Boosting intake pressure E 0.0 5.0 5.0 8.0
Variable displacement E 0.0 0.0 5.0 50
Idle off E 0.0 0.0 6.0 6.0
Two stroke technologies E 0.0 0.0 0.0 10.0
Transmission Technologies
Five speed automatic PM 50 50 50 50
Continuoudly variable transmission PM 6.5 6.0 6.0 6.0
Torque converter lockup PM 30 30 30 30
Optimized transmission control PM 0.5 05 9.0 9.0
Optimized manua transmission PM 0.0 110 11.0 11.0
Other Technologies
Tire improvements PM 1.0 34 4.8 6.1
Aerodynamic improvements PM 4.6 33 38 4.3
Weight reduction PM 6.6 39 99 159
Accessory improvements PM 09 17 17 17
Lubricant improvements PM 05 05 05 05

* in percent on base year of 1992, except category A (see key)

Key
Type of intensity reduction
E Engine Intensity
PM Power-Mative Intensity

Improvement Levels

A Previous Energy and Environmental Analysis, Inc. estimate, on 1987-88
basdine

B American Council for an Energy Efficient Economy (ACEEE) estimate on
demonstrated technologies aready in use in mass market production

C ACEEE estimate on currently available but as yet unused technologies. May
require debugging.

D ACEEE estimate on well developed but as yet unavailable technologies

Adapted from Decicco and Ross (1993) Table 1
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The distinction between engine intensity and motive intensity is useful to highlight several
important points about energy intensity. Thefirst isthat, where there is an objective standard
for fudl efficiency, it isalwaysin the interest of the automobile manufacturer to find ways to
reduce engine intensity, even when the fuel efficiency standard isbeing met. The reason is that
consumer and regul atory'ﬂ'pr&swreﬁ on vehicle demand tend to push the market toward
vehicles that are less motive efficient. To meet thisdemand and still be in compliance with
overall efficiency standards, therefore, manufacturers will seek to compensate by finding ways
of reducing engine intensity (Schipper 1995).

A second important reason for separating engine from motive intensity isthat policy incentives
to enhance vehicle efficiency often exclude non-motorized vehicles from consideration. There
IS no inherent reason that this need be so. Policies that target motive efficiency specificaly,
particularly ones which provide rewards or incentives for enhanced efficiency, might include
non-motorized vehiclesaswell. For example, it might be possible to enhance the efficiency of
pedal -powered freight vehicles through technology improvements or vehicle design, and these
policies should be given an opportunity for evaluation. Of course, there would be no change to
overall vehicle intensity (since the amount of fuel energy consumption per kilometer is still
zero), but improvements to overall CO, emissions reduction may nevertheless be measurable,
sinceintensity reductions may make non-motorized modes more attractive, relative to
motorized ones.

These two consi derations suggest that the kinds of carrots and sticks that would apply to the
two types of intensity are not necessarily the same. Supply-side measures alone may be
sufficient to induce manufacturers to improve engine efficiency, while both supply and demand
side measures might be necessary in conjunction to address motive efficiency. Nevertheless, in
practice this distinction is almost never made, so we will address techniques for evaluating
energy efficiency (intensity) asawhole.

We are concerned with understanding how the vehicle fleet can be expected to perform as a
whole at a given time, taking into account natural efficiency degradation of older vehicles, but
not taking into account sub-optimal conditions which also degrade vehicle performance, such
as excessive congestion, poor road surfaces, or inadequate opportunity for vehicle maintenance,
since particular policies can be devel oped to address this aspect of overal fleet performance.
(We will discuss these issues in the next section, which talks about operating conditions).
However, it should be stressed that these sub-optimal conditions often affect not only the
performance of the vehicle fleet per se, but help to define the parameters of the fleet itself, and
consequently of vehicle intensity. For example, driversin countries with particularly poor or
otherwise challenging road surfaces are unlikely to respond to policies designed to induce
smaller, lighter, and less energy- intensive vehicles unless the quality of the road surfaces are
addressed, since larger, heavier cars are generally more capable of negotiating the deteriorating
road surfaces (Sathaye and Walsh 1992).

Methodologies for anayzing fleetwide changes in fuel economy generally consist of severa
steps. First, the envelope of efficiency improvements for various technol ogies are identified,
often for different points along the development cycle of the technology, representing different
time periods from abase year. (See Table1). Next, existing penetration levels of the different
technologies are projected into hypothetical penetration levelsin the future, each level based on
aparticular set of assumptions about the market. These hypothetical penetration levels are then

" Especially safety equipment regulations.

80



assigned costs, based on current production cycles and associated market risks. Elasticity
estimates may be used to estimate the extent to which consumers will pay for efficiency
improvements. Overdll fleet intensities are then estimated at each of the hypothetical
penetration/cost levels, alowing for natural fleet degradation, giving arange of feasible fleet
intensities and their associated costs. From these, cost-benefit or some other type of evaluation
might be used to pick asocialy optimum set of policies. This methodology or avariant of it
has been used by DeCicco and Ross (1993), OTA (1991) and NRC (1992).

Asused in the overal analytical framework presented earlier, projections of vehicle fleet
intensities should be divided by the overall capacity of the vehicle fleet (i.e. passenger capacity
for travel, and tonnage capacity for freight) to give vehicle capacity intensity. However, it
should be observed that thisindicator actually presents the estimated average capacity intensity
of the vehicle stock, but not an estimate of the average capacity intensity actually produced.
Such an indicator would depend not only on what vehicles exist in the vehicle fleet, but also on
how these vehicles are actually used (i.e. what proportion of capacity passenger kilometers are
made with which types of vehicles.) The latter indicator, if one could be developed, would
actually be more appropriate to the framework used in this paper.

It should be remembered as well that reductionsin vehicle intensities will reduce the cost of
driving akilometer. Thiscost differential will produce an income effect in travelers -- that is,
they will have that difference in cost available to spend. Since incomeis amost always
positively correlated with travel demand (Schipper 1995) it islikely that, if fuel prices do not
change, decreases in fud intensity will be associated with increase in transportation activity,
offsetting somewhat the GHG benefits of the intensity reduction. Exactly how much of an
interaction there will be depends on the e asticity of demand for fuel, and for transportation in
general.

35  Operating Conditions

Calculations of vehicle fleet intensities or efficiencies usually do not take into account the
actua conditions under which vehicles are operated®®' Actual vehicleintensitieswill be
different according to operating conditions on road, track, or tarmac. The function of the
"operating conditions" e ement in the analytical scheme described earlier isto scale the vehicle
capacity intensities under ideal conditionsto those likely to be achieved under a given set of
road conditions. Vehicle"efficiency" is often used as justification for road building and
widening projects, as well as traffic management schemes that affect operating conditions.

Four factors will degrade on road vehicle intensity from laboratory intensity. First isthe
average speed of travel. In alaboratory, avehiclewill have optimized vehicleintensity (i.e. the
lowest) when it operates at the engine speed which minimizes engineintensity, and whenitis
inits highest possible gear (fourth or fifth for most cars.) Actua speeds on the road network
may prevent most cars from operating at their most efficient engine speeds and the highest
gear. Second, the number and nature of accelerations and decelerations -- the stop-and-go
nature of urban traffic -- will also degrade a car’'sintensity from optimum. These two factors
are impacted directly by both the nature and amount of road congestion (primarily, but not
exclusively, in urban areas), and by the conditions of the roadways themselves (primarily, but
not exclusively, in rural areas).

18 | the industrialized countries, manufacturers published fuel efficiency advertising information often indicate a
fuel economy for "highway" and "city" conditions, but the nature of these conditions are usually not specified.
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Third, weather conditions, particularly temperature, can adversely impact vehicle intensity,
since cold weather causes fuel enrichment, a change in engine stoichiometry to mix more fuel
relativeto air. Finaly, conditions pertaining to the nature of the use of the vehicle might also
adversely affect itsintensity. For example, vehiclesthat are overloaded, well above their
expected carrying capacity, will exhibit large degradations of fuel efficiency. A rule of thumb
isthat the lighter the vehicle, the more the efficiency degradation with vehicle overloading.
Thislast factor is particularly important for transit and paratransit vehicles in the developing
world. It must be weighed against safety considerations, and the emissions caused by
additional vehicles which might relieve the previously overloaded ones.

The concept of an operating conditions factor is somewhat analogous to the Level of Service
(LOS) indicator used in urban and regional transportation analysis. LOS usualy isagrade (A
though F) assigned to a particular facility (for example, a section of roadway, a motorway on-
ramp, a subway station turnstile, etc.) to indicate relatively how the facility is performing. Itis
usually determined on the basis of the ratio of the actual service rate (number of persons or
vehicles using the facility per time-unit) and the theoretical capacity service or saturation rate,
referred to asthe vehicle to capacity or v/c ratio.

An operating conditions ratio would try to wed the idea of the service ratio with the four factors
which degrade vehicle efficiency mentioned above. Its components would include: average
speeds in uncongested conditions, average speeds in congested conditions, an "acceleration”
factor in congested conditions (to quantify the estimated difference in fuel use associated with
more accel erations in congested conditions), the amount of vehicle hours of delay per given
time period, the number of vehiclesinvolved during that time, and a factor estimating vehicle
overloadsin agiven market areaor region. Thisfactor or ratio could be adjusted (seasonally)
for specific locations to take into account weather conditions.

An example of the extension of the idea of the v/c ratio to an entire metropolitan regionsisthe
"Roadway Congestion Index (RCI)" developed by the Texas Transportation Intitute (TTI
1994) for the state’'s metropolitan areas. The RCI representsthe ratio of all vehicle traffic per
lane-distance to the congestion threshold traffic per lane-distance (taken to be 13,000 daily
vehicles per motorway lane, and 5,000 daily vehicles per arteria lane.) The RCI might be
associated with specific levels of gasoline consumption by estimating the amount of "wasted
fud" per vehicle hour of congestion. The index itself is not appropriate to developing
countries, sinceit is designed for metropolitan regions with extensive, well-developed, and
well-maintained motorway facilities. However, the concept istransferable.

There are a so several models that examine fuel consumption in relationship to overall speed
and driving conditions, rather than in relationship to relative levels of congestion. The two
principal models of thistype are the Drive-Mode Elemental and Average Speed models. The
drive-mode elemental model, as documented in OECD (1985), generally models fuel consumed
over agiven distance as afunction of the fuel consumption rate while cruising (although this
will vary according to speed and gear setting), the fuel consumption rate whileidling, the
average excess fuel during accel erations and decel erations, the total distance traveled, the
stopped delay per vehicle and the number of stops. In its simplest form, these elements are
considered to be additive, and the model form is given by:

G=f,L +f,D +f5S (4)

82



where G = fuel consumed per vehicle over agiven distance L
D = stopped delay per vehicle -- time spent idling
S = number of stops
f1 = fuel consumption rate per unit distance while cruising
f, = fuel consumption rate per unit time whileidling
f3 = excess fuel used in decelerating and accelerating at stops

More sophisticated versions of the model may also include data about fuel consumption at
different cruising speeds and acceleration / deceleration rates.

The second type of model, more widely used because of simpler data requirements, isthe
Average Speed Model, devel oped by General Motors Research Laboratories. This model
predicts the unit consumption of a given vehicle over a given distance as afunction of average
speed (including stops and starts), and empirically determined constants representing fuel
consumption to overcome rolling resistance, fuel consumed whileidling, and fuel consumed to
overcome air resistance (at higher speeds). The form of thismodel is:
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and

V= (5b)
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where |, = actual, on road fuel intensity
k, = fuel consumed to overcome rolling resistance from the terrain
ko = fuel consumed while engineidling
ks = fuel consumed to overcome air resistance (at higher speeds)
C = st of vehicles{cy, C;, ..., Ci}
V = average velocity
d = distance traveled
t = time during which engineis running

Note that this formulation does not allow for accel erations and decel erations to be taken
explicitly into account, although these are rolled into the k1 constant. Consequently, this model
isless robust than the Drive-M ode Elemental, although its simpler data requirements make it
much easier to calibrate. Because of this, a"speed fluctuation” term is sometimes used in the
numerator, given as.

K, |
q J; avdt (5¢)

where a= positive acceleration
Vv = instantaneous speed

or, more practically useable:
k4 7 2
Y av (5d)
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If multiplied by the weighted average of fleetwide vehicle capacity, the ratio of this multipleto
the vehicle capacity energy intensity would be an example of the operating conditions factor*®!

3.6 Fuel Mix

The "fuel mix" indicator is actually a carbon factor -- that is, afactor indicating the amount of
carbon per unit of energy in the fuel stock used. It isan average of all the carbon factorsfor al
the fuels used, weighted by the relative share of that fuel in the market. We use the term "fuel
mix" to reflect that the predictive effort focuses on estimating fuel shares, since the carbon
intensity of each fuel is known and does not change.

In principle, the goal of agreenhouse gas policy vis-avis fud mix isto induce fuel switching
from moreto less CO; intensive fuels. It must be stressed that vehicle switching (or
penetration) and fuel switching are not necessarily the same thing, the former being a
necessary, but not sufficient condition for the latter. Fuel switching occurs when thereisa
degree of substitution in vehicle use; for example, if a household purchases a compressed
natural gasvehicle, fuel switching occursif the household replaces kilometersit otherwise
would have driven using a gasoline ICE engine with kilometers on the new CNG vehicle. On
the other hand, if the new vehicleis used to complement existing trips -- that is, take new ones
-- then there will be no environmental benefit whatsoever.

Part of the difficulty with this (or any) indicator isthat it may not adequately capture switching.
If the amount of vehicle kilometers increases overall asaresult of purchasing alternative-fueled
vehicles, such that the same number of absolute passenger kilometers are being driven with
gasoline- and diesel-powered internal combustion engines, there is no benefit to the
environment, yet the aggregate numbers will still show areduction in weighted average carbon
factor. (Inanideal world, of course, the increase in overall passenger kilometers would be
picked up by one of the activity indicators.)

The above discussion suggests that there are two predictive components necessary to
understand fuel sharevis-a-vis alternative fuels: vehicle penetration (vehicle-fuel-type shares),
and the use of these vehicles. We will consider these two in turn.

Alternative-fueled Vehicle (AFV) Technology Penetration

The market penetration of AFV's -- that is, vehicles powered by methods other than petroleum-
based internal combustion -- depends on a number of different factors. Thefirst isthat
practical technologies have to be available such that functional vehicles are available to
consumers at a cost competitive to the petroleum-based |CE vehicle, taking into account such
variables as vehicle performance, safety, and range. This does not mean that the AFV must be
equivalent to a petroleum based ICE-vehicle in every way; it means ssmply that it is functional
enough that it could replace a conventional ICE vehicle for particular trips, and that these trips
are important enough that the consumer purchasesthe AFV. For example, electric vehicles
might be perfectly suited for short trips. These vehicles might not be expected to replace a
primary household ICE vehicle (although they may replace a secondary household ICE
vehicle), but they might replace the use of the vehiclein specific instances. Second, fuel
distribution systems need to be developed enough such that lifetime fuel consumption, on a

¥ Thisis not strictly speaking accurate, since the vehicle capacity intensity indicator discussed in the previous
section does not take into account actual usage of vehicles, while the intensity of use indicator does.
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kilometer-to-kilometer basis, is roughly competitive with that for a petroleum-based ICE
engine.

Third, mechanical training and know-how on these aternative vehicles needs to be sufficiently
distributed such that consumers fedl that they can get their car serviced with roughly the same
level of ease as a petroleum-based ICE vehicle. We will not discuss here the logistics of these
considerations for each possible technology; interested readers are referred to Sperling (1989).
These three factors are so interrel ated in the development of the technology, that some
government participation in AFV diffusion is necessary -- especially where there are no clear
economic incentives for the private sector to act -- even if it consists only of getting members
of the various industries to talk with one another.

Technology diffusion, such asthat for alternative vehicles, is sometimes characterized in the
literature by alogistical distribution over time (Teotiaand Raju 1986), which resemblesan "'S".
Thetime period before the first curve corresponds to the developmental period, during which
the technol ogy is developed, production techniques are refined, and early prototypes are
produced. The rate at which this period progresses depends strongly on the production concept
of the product cycle. The product cycleisthe amount of timeit takes to design avehicle,
design the production mechanism for the vehicle, produce the vehicle, and examine the
performance of both the vehicle and production process such that the results of the examination
are available to incorporate into a newer, presumably better, version of the vehicle. In the
United States, the average product-cycle for avehicleis5 years (DeCicco and Ross 1993).

The period in the steeper part of the curve represents the diffusion or absorption rate of the
technology. Thisisthe speed with which households and firms opt for the new technol ogy.
The experience with many transportation technol ogies (as with telecommunications) is that this
tends to be quite rapid (Santini 1989). Thelast part of the"S", the upper curve, iswhere
technology penetration slows down. This depends on the saturation level that can be
anticipated for the technology.

Predicting AFV penetration at a future year, then, depends on being able to predict the number
of product cycles needed in the development of the AFV (as well asthe amount of time
necessary to develop fuel distribution systems and technological know-how), the absorption
rate, and the overall saturation level. In particular, it isimportant to understand how policies
can influence these factors. Various tools, such as historical studies or consumer focus groups
can provide insight, but the process is more of an art than a science.

AFV Use

AFVsmight be produced and marketed with particular end-usesin mind. For example, small
electric vehiclesmight be sold as "local use" or "station cars', to make short trips between
home and arail transit station. Thistype of strategy might be crucial whereit is perceived that
consumers would be reluctant to buy a principal vehicle asan AFV, but might buy a secondary
one. In addition, it isaso possible that userswill allocate daily household or business tasks to
different types of carsin their vehicle fleet, regardless of the intentions of the vehicle producers.
Understanding how consumers use the vehiclesin their fleet -- particularly as these fleets
diversify —is, therefore, crucia to understanding overall demand for AFVs.

Asimportant as such an understanding may be, experience in the developed countries (let lone
developing ones) islimited regarding diversified vehicle fleets. Most research relies on pilot
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projects, such as Cal Start, an experimental project in which commuters rent electric vehicles at
rail transit stations (Cervero and Bernick 1996, Pfeiffer 1994) and focus groups (Sperling
1989). Santini (1989) haslooked at the historical link between technology penetration and fuel
mix for various transportation technologies. He has suggested that 86% of the change in
railroad fuel from coa to diesel between 1951 to 1969, 77% of the change in the public transit
fuel mix from gasoline to diesal between 1945 and 1985, and 72% of the change from leaded to
unleaded gasoline in automobiles from 1965 to 1985 is explained by changesin fleet
composition. These figures suggest that it may be unreasonable, on afirst order approximation,
to use vehicle fleet mix as aproxy for, or at least a primary determinant of, fuel mix.

3.7 L oad Factor

Load factor refersto theratio or percentage of actual vehicle usage to capacity, athough itis
often colloquially used to describe the average number of persons per vehicle in the case of
private motorized transportation. We address hereits more formal definition. Even this
definition has some ambiguity, since “load factor” has been used to describe vehicle events
(e.g. the proportion of used capacity during the average vehicle trip), passenger or freight
events (the proportion of used vehicle capacity during which each passenger trip occurs),
vehicle distance (the proportion of used capacity per vehicle kilometer) or passenger or freight
(tonne)-distance (the proportion of used vehicle capacity during which each passenger
kilometer occurs). Each is appropriate in different contexts.

In the travel sector, it often does not make sense from a policy perspective to talk about |oad
factors on collective ground transportation. For example, it makes more sense to discuss
policies that try to increase transit mode shares than policies that increase transit load factors
(although policies that effectively reduce transit service may in fact reduce transit mode shares
whileincreasing load factors). Rather, load factor per seisamore useful measure when
discussing private automobiles or air travel. (And it isaways a useful measure and policy goal
for the freight sector.)

Load factors are often interpol ated between data points, or projected into the future based on
past trends. However, we are not aware of any specified models that predict load factors.

40  Compostelndicators
41  VehicleOwnership

Ignoring carbon emissions caused by manufacture and delivery of automobiles, vehicle
ownership is not, strictly speaking, adirect component of greenhouse gas emissions. Yetitisa
significant determinant of many of the other components shown in Figure 1, such as modal
shares, load factor, and distance per trip. In addition, the predictive models of vehicle
ownership themselves can be atered dlightly to address different phenomena, such asthe
market share of alternative-fueled vehicles.

A number of such models have been devel oped over several decades for use in various contexts
and with varying degrees of sophistication. Many vehicle ownership models are developed as
interim steps to studying other phenomena, such as VMT or fuel-use. Consequently, right-side
variables in ownership models tend to differ depending on the purposes and policies being
investigated.
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We highlight two such models -- one devel oped specifically for application to developing
countries, the other amore general automobile ownership modd -- to represent a sample of
different approaches available. Button and Ngoe (1991) derive separate estimating equations
for passenger and goods vehicles. For the former, they apply a quasi-logistic model form
specificaly to "low income countries' to represent the idea that vehicle ownership will increase
at different ratesin different countries, depending on how close that country isto its saturation
point. The exogenoudly specified variables, then, are the anticipated saturation level, in cars
per capita, the per capitaincome of the country (PCl), the elapsed time since the base year
(1967), and a country-specific dummy variable, estimated by linear regression of car ownership
on per capita GDP. The model predicts the probability that a given individua (of income equal
to the PCI) will own a car, and was calibrated for five different groupings of countries, based
on average car ownership from 1967 to 1986, and per capita GDP.

The commercia vehicle model uses the same inputs, except a saturation point. It iscalibrated
for three different groupings (Asia, sub-Saharan Africa, Latin America).

Thismodel is effective because it utilizes datathat are fairly accessible and inexpensive to
obtain, and has a high degree of predictive power. Nevertheless, there are some drawbacks that
make it problematic for CO, mitigation analysis aswell as for other practical applications.
First, it haslittle explanatory power. It relies heavily on country-specific dummies to capture
variation, thereby shedding little light on what factors influence vehicle ownership beyond
income. Second, it predicts vehicle ownership in quantitative terms only; since it does not
predict qualitative factors of vehicle ownership (what kinds or classes of vehicles people
choose), it is unable to shed light on these types of responsesto policy initiatives. These
responses may be quite important, particularly as they might dampen or otherwise impact
expected consumer responses. For example, apolicy designed to reduce the growth of vehicle
ownership might smply push consumersto acquire a different class or type of vehicle, yet the
model might not be sensitiveto this.

A second example of vehicle ownership model, with vastly different -- and more extensive --
data requirements, isthe AUTO modeling system described in Davis et. a. (1995). Thisisan
example of an integrated supply and demand model that predicts not only level of automaobile
ownership, but the kinds of automobiles consumers are expected to own, as well as various
factors of automobile production. The demand side of the system isthe CARS model, a
disaggregate, nested choice model developed by Train (1986). This nested model predictsfirst
the probability of ownership at a given level (zero, one, or two cars) for a given household, then
the types of vehicles owned (avehicle "class") for each of these levels of ownership?®' The
exogenous variables include supply constraints (the output of the supply side of the modeling
system), fuel prices, historical vehicle data (information about the vehicle fleet itself -- fuel
type, purchase price, etc.), and household characteristics (household size or structure, annual
income, number of workers, city size, access to public transit, urban or rural). Note that more
detailed variables related to the neighborhood of residence, such as density, degree of mixture
of land-uses, or income mix, might also enter the model. National vehicle fleets are then
derived by aggregating the (weighted) household probabilities up.

Thismodel provides a much more detailed and useful predictive framework than that
developed by Button and Ngoe, although clearly the data threshold requirements are much
higher. The CARS model also requires accurate forecasts of the non-policy contingent

20 Except for zero-vehicle-households, obviously. The modelsalso predict VMT -- annual vehicle miles traveled --
for different classes of automobile, but we will concern ourselves with this aspect in alater section.
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variables, such as the distribution of income and household structure or consumer taste
preferences for different attributes of automobiles, in order to be useful as a predictive tool.

4.2 Vehicular Traved

Vehicle miles (VMT) or vehicle kilometers (VKT) traveled is another common composite
indicator in the transportation sector which is frequently tracked and directly predicted. It
represents the movement of vehicles as a unit, irrespective of size or capacity. From atechnica
point of view, the vehicle as aunit makes sense, since it is this unit which emits greenhouse
gases. However, for behavioral and policy development reasons, using only vehicular travel as
an indicator can mask important behavioral €l ements underlying transport patterns, that is, how
people use cars and trucks.

Numerous techniques exist to project VMT or VKT. Following EIA (1998), these can be
divided largely into four different approaches: fleet-based, demographic, economic, and four-
step metropolitan transportation approaches. In the first approach, fleet-based, vehicular travel
for disaggregate cells of vehicle model, age, and fuel typesis projected into the future, often as
extrapolations of existing trends, with a decay function, but more elaborate specifications are
possible. An exampleinthe United States of such an approach isthe VM T module of the
EPA’sMOBILES5S model. The demographic approach looks more specifically at the driver,
rather than the vehicle, projecting or predicting driving behavior of individual cells of age, sex,
and other demographic variables. Clearly, such an approach isonly valid in the travel sector.

The third technique, economic or econometric approaches, can be the most involved. These
use vehicle operating costs and personal income asinput variables. The difficulty with such an
approach at the national level isthat generalized costs— that is, out-of-pocket plus time-costs —
are more significant than out-of-pocket costs alone, and time-costs are difficult to make sense
of at the national level. Persona income is assumed to act somewhat as a proxy for time-costs,
since value-of-timeislinked to income level. However, the value-of-timeis highly variable,
and supply considerations (such as extent of roadway infrastructure, availability of aternatives,
structure of metropolitan areas, or levels of congestion) do not usually enter such models. Itis,
of course, possible to try to take such supply into account somewhat, for example, by including
avariable on public infrastructure investment, but the calibration of such amodel —taking into
account necessary lag effects — becomes particularly tricky.

Many models combine elements of the above approaches. For example, the CARS model
discussed in the previous section also contains amode that predicts VMT, combining elements
of the above approaches. In CARS, VMT is modeled as afunction of household income and
Size, operating cost of each vehicle, number of workersin the household, and various variables
identifying urban density and geographic region of the household. Finally, in metropolitan
areas, VMT can be predicted using the four-step, metropolitan transportation modeling system
described above, under “4.2 Distance per Event”.

In this case, the loaded transportation network at equilibrium gives the distance per vehicular
trip, based on O-D pairs. These can be aggregated up, giving total VMT. Compared with the
other techniques, thisisthe most comprehensive, since it actively takes into account the
generalized costs of travel, including network extent and congestion effects. However, by
definition, it islimited in geographic area to metropolitan regions. These types of models are
also frequently criticized by economists, who argue that their complex structures are built
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ultimately on heuristic relationshi ps between infrastructure and built form, rather than on
particularly behavioral elements.

5.0 Concluson

The techniques and methodol ogies that have been examined in this paper vary from
engineering to econometric, and from very local to nationa in their approaches. Some may be
more appropriate than othersin attempting to assess greenhouse gas emissions from the
transportation sector. Nevertheless, the purpose has been twofold. First, the importance of
decomposition in GHG mitigation analysis needs to be stressed. This decomposition is
important not only because it permits a better understanding of the likely effects of different
types of policies (and identify where policies may be working at cross-purposes), but also
because it permits the analyst to borrow from awide array of tools aready in use in other
aspects of the transportation sector.

Second, by identifying tools and techniques available for the various elements of the GHG
decomposition, we hope to encourage creativity in approaches to their analysis. A familiarity
with the various techniques currently in use in the transportation sector can enhance the ability
of energy and environmenta analysts to develop creative and innovative ways of ng
emissions from the sector. This creativity is necessary not only to produce better predictions of
greenhouse gas emissions, but also to be able to do so with limited resources, or limited input
data
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Chapter 5. Policiesfor Reducing Greenhouse Gas Emissionsfrom
Transportation

Roger Gorham, World Bank
1.0  Introduction

Transportation policy is usually driven by concerns for economic development or alleviating
congestion and air pollution. Greenhouse gas emission reduction israrely adriving forcein
transportation policy. The focus of this paper is policy measuresthat could be used to achieve
conventiona goalsfor the transportation sector and also reduce greenhouse gas emissions.

We group policies into nine major categories, based on the intended effect and target
population. They are policiesto ater or influence:

1. The cost of fuel consumption

2. Other costs of motor vehicle use

3. The conditions of road traffic

4. Public transport and other alternativesto road transport
5. Vehiclefleet production

6. Vehiclefleet demand

7. The built environment

8. Household / firm location choices

9. Public attitudes toward transportation

Many of these policies are complementary; they reinforce each other so that applied in concert,
they would probably be more successful than each would individually. Further subdivision of
these paliciesis also possible, including short-term versus long-term, rural- versus urban-based,
and fiscal versus regulatory versusinfrastructure/ physica policies.

Within each policy group, numerous specific policy options are possible. To change the costs
of motor vehicle use, for example, one might charge for road use, charge for parking, or change
the way insurance is assessed. The purpose hereis not to discuss in detail any of the particular
policy options. Rather, we hope to show the possible effects of the policy group on various
factors that shape transportation energy consumption in order to allow policy makers and
analysts a clear view of intended (and unintended) impacts.

For each policy group, we give examples of particular policies, both as theorised and as put into
practice. Next, we discuss the effects on various factors that influence transportation energy
use. Finaly, we draw connections to conventional transportation goals to suggest ways that
initiatives to reduce GHG emissions might be part of abroader transportation agenda.

We summarise the policy groupsin Table 1. The policy groups are listed in the left-hand
column, with policy group 3, policiesto ater the conditions of road traffic, separated out into
flow enhancement and traffic calming groups. The summary chart includes the types of
policies that might be included in each group, examples from real world implementations as
discussed in the body of this paper, expected impacts on the factors that shape GHG emissions,
and synergies with transportation and transportation-related policy goals, other than greenhouse
gas emission mitigation. Among the latter are: balance of payments/ economic security goals -
- which stems from countries’ desiresto limit potentia imbalance of trade caused by excessive
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fuel or automobile imports; alleviation of local air pollutant emissions such as carbon
monoxide, oxides of nitrogen, and various unburned hydro-carbons (ozone precursors);
aleviation of other environmental concerns such as acid rain, ground lead, and noise; relief of
traffic congestion; and facilitation of economic development, including the provision of local
populations basic needs through the enhancement of accessibility.

20  Trangportation Policiesto Reduce GHG Emissions
21  Policiesto Alter the Cost of Fuel Consumption

This category and the next, policiesto alter the cost of motor vehicle use, are strongly related,.
in that they both are examples of fiscal measures to raise the variable cost of automobile use®!
We separate them in this discussion, however, because manipulating fuel costs specifically will
induce not only short responses, but also medium and long-term consumer responsesin vehicle
markets.

Short-run responses to higher variable costs of motor-vehicle use --whether fuel or other costs--
might include: reductionsin trip rates, as motorists seek to chain or group their activities
outside of the home more in order to avoid the increased cost of changesto modal structure (i.e.
the price of transit and para-transit becomes cheaper relative to the private automobile);
reductionsin the distance per trip (at least for private, motorised journeys), as costs drive

peopl e to reduce the distance they travel; improvement in vehicle operating conditions, as
motorists drive less distances and take their cars lessin response to the increase in costs,
lightening the congestion burden on other motorists; and increases in automobile load factors,
as motorists look for ways to offset the increase in variable costs.

These are of course, theidea responses of motorists. In redity, research shows that short-term
price elasticity to fuel isvery low (Odum, et. a. 1992). Motorists will probably engage in these
behavioural changes only minimally in the short run. In the medium and long runs, however,
they may be able to make more of the above kinds of changes, as they alter lifestyle choices,
consumption patterns, and possibly even locations. Changing the costs of fuel will probably
also induce other behavioural changes in addition to those enumerated above in the medium
and long runs. Specifically, motorists might opt for more efficient vehicles or different kinds of
vehicles.

2! Policy analysts often think separately of policies addressing the cost of automobile acquisition (i.e. tariffs or
taxes), ownership (i.e. registration fees), and use (i.e. per distance costs).
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Table 2. Paliciesfor Reducing Greenhouse Gas Emissionsfrom Transportation

Policy Group

Examples of policies

Examples where implemented

Expected impacts on carbon
components (travel sector
example)

Expected synergy with /impacts on
non-GHG transportation policies

Policies to change price of fuel
consumption

Direct fuel taxes; carbon taxes

Currently implemented only as
revenue raising measure; under
consideration in the Netherlands

Reduce trips per person, reduce
distance per trip, induce mode
switching, improve load factors,
reduce vehicle intensity, and possibly
improve operating conditions because
of other benefits.

Balance of payments / economic
security; local air quality relief; other
environmental concerns; congestion

relief

Policies to change other
variable costs

Road pricing (tolls, smart
cards); parking charges (taxing
parking benefits); variabilizing
previously fixed costs (pay-at-
the pump insurance)

Road pricing currently in effect for
Singapore, Oslo; under
consideration for Stockholm;
corridor pricing in effect or under
consideration in many places

Reduce trips per person, reduce
distance per trip, induce mode
switching, improve load factors,
possibly improve operating conditions
because of other benefits.

Local air quality relief; other
environmental concerns; congestion
relief; basic needs and accessibility

3a

Policies to enhance traffic
throughput

Roadway expansion, traffic
management programs

Paris, Bangkok, ITS program in
USA

Possibly induce more trips per person,
possibly induce longer distance per
trip, induce mode switching away from
transit, possibly reduce load factors,
improve operating conditions
(decrease on-road vehicle intensity)

Unclear how these policies affect on
balance local air quality, congestion,
economic development

3b

Policies to restrain traffic

Traffic calming, creation of
pedestrian zones

Netherlands (Woonerfs),
numerous European cities,
Singapore, Portland, Oregon
("Skinny Streets" program)

Possibly reduce trips per person,
reduce distance per trip, induce modal
switching toward NM or transit modes,
possibly improve load factors, degrade
operating conditions (increase on-road

vehicle intensity)

Unclear how these policies affect on
balance local air quality, congestion,
economic development

Policies to enhance transit

Expansion of service to reduce
travel time and/or wait time,
expansion of service area,
enhancement of comfort,
reduction of transit fares by
direct (public sector) investment
or regulatory reform to
encourage private sector
investment

Hong Kong Subway (rail), Curitiba
(bus)

Possibly induce more trips per person,
effect on distance per trip unclear,
induce modal switching, improve on-
road operating conditions

Local air quality relief, other
environmental concerns, congestion
relief, basic needs and accessibility
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Balance of payments / economic

Policies to influence vehicle
fleet demand

Targeted acquisition,

ownership, and registration fees

to influence ownership

decisions; taxing company car

benefits as ordinary income;

revenue "neutral" cross-subsidy

schemes such as feebates

Singapore Area Licensing
Scheme; proposed "Feebate"
system in US

Impact on trips per person and mode
shares unclear, long run beneficial
impact on carbon factor (fuel mix),
potential beneficial impacts on load
factor (by influencing choice of size of
vehicle), reduction of fleetwide vehicle
intensity

security; local air quality relief; other
environmental concerns; congestion

relief; economic development

Local air quality relief; other

Policies to influence vehicle
fleet supply/production

Assistance with manufacturer

research and development;

sponsorship of independent R &

D; regulations and
manufacturer performance
mandates; tradable permits

Partnership for a New Generation
of Vehicles (USA); Low-emission
and zero-emission fleet mandates
(California)

Potential reduction in carbon factor (by
influencing the mix of fleetwide vehicle
propulsion systems), reduction in
fleetwide vehicle energy intensity
(efficiency improvements)

environmental concerns; economic
development

Balance of payments / economic

Policies to influence built
environment

Incentives to induce local and
regional governments to use
land-use control authority to

enhance "accessibility";
coordination of transportation
and land-use development;
formalisation of informal
housing developments as
transportation policy

Satellite cities program
(Stockholm); LUTRAQ project
(Portland, Oregon)

(All benefits long run): reduction in
distance per trip, enhancement of
transit and NMV mode shares,
reduction in (private vehicle) load
factors, unclear effects on operating
conditions

Reduction in distance per trip,

security; other environmental concerns;
basic needs and accessibility; unclear
effects on local air quality and congestion

Local air quality relief; other

Policies to influence location
choices

Tax benefits to firms and households choosing to locate in
"accessible" parts of metropolitan regions; enterprise zones;
location-efficient mortgages

enhancement of transit and NMV
mode shares, reduction in (private
vehicle) load factors

environmental concerns; congestion
relief

Balance of payments / economic

Policies to influence public
attitudes toward transportation
and energy consumption

Media campaigns, youth
education campaigns,

information "exchange" projects

Leeds (UK) TravelWise program

Can potentially benefit any and all of
the components

security; local air quality relief; other
environmental concerns; congestion
relief; basic needs and accessibility
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There are three types of policiesthat alter costs of fuel consumption from their market value:
(petroleum-based) fuel taxes, carbon taxes, and other policies that incorporate previousy sunk
costsinto fud prices. Fud taxes are the most widely used form of pricing policy. In many
instances they have been intended more as a revenue source than as a policy intervention in the
market to reduce fuel consumption. In certain high tax countries such as the Netherlands or
Italy, for example, fuel taxes account for as much as 10% of annual revenues. A fud tax’s
effectivenessis related to the price elasticity of demand for the fuel in the country. The more
inelastic the demand for fuel, the more effective fuel taxeswill be as a revenue measure, and
the moreineffective they will be as greenhouse gas, energy, or environmental policy, and vice
versa. Since eagticity of demand for motor fuel seemsto be correlated with income, even
within the same country (May and Nash 1996), afuel tax for countries with amoderate or low
per capitaincome might be an effective public policy mechanism to restrain fuel consumption
and GHG emissions.

A second policy to ater the cost of fuel consumption isa carbon tax. Greene (DOE 1996)
argues that carbon taxes are more efficient than fuel taxes for GHG emissions reduction, since
the "bad" to be avoided istaxed directly. A carbon tax islikely to influence not only the
quantity of fuel consumed, but aso the fuel mix (i.e. provide incentives for using less carbon-
intensive fuels). Nevertheless, a carbon tax is somewhat more difficult to administer than afuel
tax, and the latter might be considered a simpler proxy for abona fide carbon tax.

Arguments against carbon or fuel taxes, and, indeed, policies which generally raise the variable
cost of motor vehicle use, tend to focus on either their regressivity (DOE 1996) or aconcern
that restraint in transportation activity would restrain overall economic performance. The
merits of such arguments undoubtedly depend on local circumstances, and the time frame of
analysisinvolved. For example, uncompensated gasoline or carbon taxes evaluated over a
short time period -- say two to three years -- might seem regressive in that they hurt the poor in
favour of therich (the rich pay alower percentage of their income for these taxes than do the
poor, and are therefore less likely to change their behaviour). However, over alonger period of
sustained fuel pricing, the regressivity isless clear. If travellers change their behaviour -- by,
say, increasing their use of public transportation or demanding services closer to their homes,
thereby reducing the catchment areas for retail operations, causing arecentralization -- then the
poor may benefit significantly. If fuel or carbon tax funds are used to finance public
transportation, assuming the rich continue to drive, the overall system then transitionsto one
where the rich subsidise the poor within the transport sector. Such an arrangement could not be
said to be regressive.

In addition to greenhouse gas emissions reduction, there are a number of other policy goals for
which fuel or carbon taxes can be an effective instrument, including improving air quality
(Cameron 1995) and, for oil importing countries, improving the balance of payments.

Thethird policy to alter the cost of fuel consumption isto variabilize previously “lumpy” fixed
expenses associated with automobile ownership and use onto the price of fuel. In the United
States, the principal manifestation of this variabilization of fixed costs has been discussions of
introducing "pay-at-the-pump" automobile insurance. The objective of such a policy can be
both GHG and non-GHG related; countries with a high proportion of uninsured motorists, for
example, might consider such apolicy asaway of reducing costs to the state or society at large
these uninsured motoristsimpose. Pay-at-the-pump insurance, however, removes the choice of
insurance policies from consumers, and does not distinguish between good and bad drivers.
Nevertheless, it is an attractive policy option, not only becauseit is arevenue-neutral way of
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raising the costs of fuel consumption, but also because motorists only purchase as much
insurance as they need, thereby reducing an incentive to drive.

With the exception of motor vehicle fuel taxes -- which until now have been more revenue-
than policy-driven -- none of the policies reviewed in this section have been tried anywhere.
However, the European Union has discussed adoption of a community-wide carbon tax, most
recently at 50 ECU per tonne of carbon. Although such a proposal no longer looks realistic,
individual members of the community, such as the Netherlands, are going ahead with a carbon
tax proposal.

22 Policiesto Alter Other Costs of Motor Vehicle Use

Changing the variable cost of motor vehicle use can be an effective policy. Even if overal cost
burden on households did not change, variabilization of costs -- that is, shifting costs from up-
front, fixed or "sunk" costs to pay-as-you-go costs -- is an important way of changing the logic
behind transportation decisions. Policiesin this group might target either the discrete use of an
automobile in aparticular area (charging vehicles which cross abarrier), more genera use of an
automobile (charging per unit distance driven), or vehicle storage at the destination (charging
for parking). In addition, these policies can be temporally variable, so that the prices change
according to the level of congestion expected at different hours on different parts of the system.
Charging per unit distance driven is often referred to as "full cost” or "road" pricing, since the
actual tax per unit distance isin principle set at the amount of unpaid "costs" (including
externalities) which the user imposes on society per unit distance driven (Button 1986).

Ideally, such prices are set at the level where the marginal benefit to the user (the benefit of
driving one extra kilometre) equalsthe marginal coststo society. Full road pricing, however, is
effective only insofar as users can understand the pricing system and can, therefore, modify
their behaviour in response to price signals. The economic theory underlying road and
congestion pricing islaid out in Button (1982). For alucid explanation of congestion pricingin
particular, see Lee (1994).

The short-run impacts of road pricing are similar to those of fuel taxes. Assuming reasonably
elastic demand, users respond by restraining their transportation activity in private vehiclesto
lower their road cost burden. This might mean taking fewer trips or chaining severa at once or
at onelocation, taking shorter trips, combining vehicular trips with other people, or going by
different modes. For road freight transportation, increasing the variable costs of transportation
might strengthen the economic disincentive to "backhauling”, whereby truckers carry goods
only one way, their trucks being empty during the return trip.

The long run impacts of road pricing are potentially quite profound. Classical urban economic
theory suggests that an overall increase in transportation prices will have a strong impact on
land markets (Alonso 1964). Changes in land markets, in turn, will impact landform and
settlement patterns, particularly in new or fast-growing districts of the metropolitan core, and at
the urban fringe. Land markets may also respond to changes in the relative prices among the
modes, as demand shifts. The result may be more compact forms of development than may
otherwise have occurred, which are more conducive to non-motorised or public transit trips.
This, in turn, might have secondary impacts, such as increased efficiency and viability of transit
operations, or more willingness by citizens to accept tighter restrictions on automobile use.

In principle, road pricing is also an effective policy to aleviate road-operating conditions, by
reducing travel on a given amount of roadway. One advantage of using locator chipsin
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vehicles or smart cards as the toll collection mechanism isthat it allows road chargesto be
scaled according to the particular location and particular time of the day. In other words, a
congested vehicle kilometre can be charged at a premium over an uncontested one. Unlike
other congestion policies, such as roadway widening or traffic management, congestion pricing
is acompensated policy; that is, users replace one cost (time) with another (money). In
principle, if these values are set properly, there should be no latent demand effect, (convergence
on the newly created road capacity from other parts of the transport sector). Potentialy "new"
users who "converge" on the newly uncongested roadway will need to pay in money the
equivaent value of what they previoudy would have had -- and refused -- to "pay" intime.
Road pricing, then, is probably an effective policy for alleviating operating conditions without
inducing new trips, mode switching, or demand-generating land development.

In practice, there are very few examples of road pricing schemes. Most of these have been
driven by the objective of aleviating congestion (particularly peak-hour congestion). One of
the better known exampl es has been in Singapore, whose Area Licensing Scheme (ALS) has
been in effect for over twenty years. This scheme has required vehicles entering the central
business district (CBD) on weekdays and Saturdays to display a central arealicense, which can
be purchased either daily or monthly. Ang (1996) reports that the amount of peak hour
automobile traffic entering the CBD in 1989 remained at about 40% of that of 1975, just before
the scheme went into place, despite the fact that the CBD grew by athird in the same period,
and the private vehicle stock grew by 86%. Undoubtedly, some temporal shifting has taken
place, but this evidence suggests strongly that the AL S has induced ride-sharing and/or mode
switching.

Despite the beneficial effects of road pricing as a GHG mitigation strategy, a number of
arguments againgt it warrant consideration. First, like fuel and carbon taxes, road charges can
be regressive if unmitigated. Second, as a pure GHG strategy, road pricing isless efficient
than, say, acarbon tax, since it taxes vehicle kilometres travelled (with which there are, no
doubt, some positive externalities associated) as opposed to carbon emissions. Nevertheless, a
road pricing scheme can be avery efficient element of atransportation policy with broader
aims than simply greenhouse gas emissions reductions. Third, for large or rapidly growing
regions, particularly those with spatially segmented residential patterns and competition among
employment subcenters, road pricing might have important consequences for long-term urban
growth and development. For example, afirm in a particular industry which uses a particular
type of labour might find its labour pool considerably smaller following the adoption of aroad-
pricing scheme, if transportation costs are high enough and the segregated housing market
inflexible enough that its wages fall below real market wage rates once these costs are factored
in. Thisfirm may choose to relocate, further enforcing both wage and residential segregation.
These land and labour market changes may or may not be compatible with the region or
country’s devel opment goals.

In addition to charging for road use or vehicular access to zones, a variable cost pricing strategy
might also target the storage of vehicles at the destination. This might involve simply limiting
the amount of parking provided at different locations, raising the cost of on- and off-street
parking, or taxing "free" employer-provided parking benefits as ordinary income. Free parking
not associated with work trips, however, is more problematic, asit is difficult to co-ordinate the
various providers of parking (Bradley 1996). In many regions, economic competition renders
individual actors, including both public and private entities, impotent to charge for parking,
without smply forfeiting market share. (For agood discussion in the context of the United
States, see Shoup and Pickrell, 1980.) In many countries, whether and how the problem of free
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parking caused by economic competition can be addressed becomes atest of how far the state
can regulate the uses of private (or privately controlled) property.

Correctly applied, parking charges should result in areduction of car trip generation rates and a
beneficial shift in mode shares (S;). However, if unevenly applied, parking charges might
result in an increasein trip distances as travellers drive farther to find cheaper parking.

A final policy that should be mentioned is the expansion of car-sharing schemes. These
schemes involve pools or fleets of cars available to club members on a pay-as-you rent, pay-by-
kilometre scheme. The purpose of such schemesisto allow households access to cars without
necessarily purchasing or leasing them, which resultsin significant up-front and fixed costs.
Up-front costs can cause adistortion in trip-making decisions, introducing the logic of "I have
aready paid for the car, | should useit" into choices about when, where, and how to travel. By
paying only for the use of the car, members of the car-sharing club have incentive to evaluate
among various travel options each time they travel, hopefully inducing more favourable modal
usage. Urban form, however, is an important element of car-sharing schemes, because enough
people must be within awalking catchment of the pool cars for the operation to be viable.

23 Policiesto Alter the Conditions of Road Traffic

A wide array of policy options exists to manipulate traffic flow, from expensive road-building
and road-widening projects, to relatively inexpensive changes to the traffic management system
on existing roads (Transportation Supply Management or TSMs). Although many of these
policies are quite effective in their ability to manipulate flow, and such manipulation of flow is
often justified, in part, on environmental grounds, itisnot at all clear which changesto traffic
conditions are most likely to bring about a reduction of GHG emissionsin the medium and long
runs.

Easing traffic means that each car can operate under conditionsthat allow it to be more
operationaly efficient. At the same time, though, the better traffic flow conditions induce more
traffic. More traffic resultsin potentially more car and truck traffic relative to other modes and
anincreasein overall travel activity. The net effects of these two tendencies on fud intensity
and GHG emissions (and local air pollutant emissions, aswell) are far from clear.

Theinduced traffic, a phenomenon receiving significant attention from researchers and
transportation policy experts, results from the two phenomena convergence and growth.
Downs (1992), who originally suggested the two terms, provides an excellent example of
convergence:

Nearly every vehicle driver normally searches for the quickest route, one that is shorter or less
encumbered by obstacles (such astraffic signals or cross-streets) than most other routes. These
direct routes [in the United States] are usually limited-access roads (freeways, expressways, or
beltways) that are faster than local streetsif they are not congested. Since most drivers know
this, they converge on such "best" routes from many points of origin.

He goes on to observe what occurs when aroad or expressway is widened or "improved':
....[ T]hree types of convergence occur on the improved expressway: (1) many drivers

who formerly used alternative routes during peak hours switch to the improved
expressway (spatial convergence); (2) many drivers who formerly travelled just before
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or after the peak hours start travelling during those hours (time convergence); and (3)
some commuters who used to take public transportation during peak hours no switch to
driving, sinceit has become faster (modal convergence).

Although Downs speaks here explicitly of roadway widening, the phenomenon of triple
convergence could be applied to any policy which servesto expand road capacity, including
TSMs.

Convergence is a short-term, almost instantaneous, phenomenon. Growth on the other hand, is
an outcome of the reaction of land markets to changesin relative accessibility caused by an
increase in capacity. Inthe medium and long runs, new capacity on the improved roadway is
taken up by vehicles going to and from newly developed activities along the road, built on land
whose devel opment value was enhanced by the increase of accessibility. A big question, of
course, is how much of the growth is caused by, and how much occursin spite of, the capacity
enhancement. This question is particularly vexing since many capacity expansion projects are
justified as necessary because of expected growth, raising the spectre in many
environmentaists minds of a self-fulfilling cycle of traffic projection and inducement.

With the preceding discussion in mind, we can divide traffic-oriented policy options into those
that seek to enhance capacity and throughput, and those that seek to restrain them. Each
reflects afundamental belief about whether traffic growth is basically impervious to or driven
by transportation policy. Policiesthat enhance traffic flow and operations alow vehiclesto
operate at more optimal conditions, thereby more closely associating their on-road fuel
intensity with their optimum, test-conditions fuel intensity. This has the effect of reducing per-
kilometre fuel costs. In addition, policies to enhance vehicle flow generaly reduce travel
times, which further reduces variabl e costs per-kilometre. One would expect an attendant price
effect for non-automobile drivers -- since the relative cost of driving compared with other
modes decreases -- and an income effect among previous drivers, because of the reduction in
variable costs. These effects might cause the number of home-based tripsto increase, the
distance per trip to go up, or the modal structure to shift toward automobile use.

Similarly, policies which seek to reduce flow and throughput of vehicles might reducetrip
making, induce people to make shorter trips, or make these trips on aternate modes particularly
where the alternate modes avoid the rights-of-way the policy is designed to address. Operating
conditions, however, would worsen, thereby driving up the GHG emissions of the vehiclesthat
do remain on the road.

Policy options which enhance capacity and throughput include construction of new roadways
or the widening of existing ones, construction or conversion of High Occupancy Vehicle lanes,
street and parking management for efficient goods delivery in urban areas, computer-controlled
traffic management, including Intelligent Transportation Systems, and traffic signal timing to
enhance throughput or otherwise alter flow into bottlenecks. In addition, some transit
enhancements might also be considered to be traffic enhancements as well, since grade
separation of transit corridors will remove those vehicles from the traffic stream.

Traffic restraint policiesinclude: barriers or prohibitions of vehicular traffic in certain locations
or at certain times of day; circulation “rationing” or licensing; and traffic “calming” measures
such as speed undulations, traffic diverters, and traffic signal timing and control to slow traffic.
In addition, in newly developed areas, road patterns themselves can be designed to discourage
high volume traffic. Some countries are also experimenting with entirely new types of roads,
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streets and public space. These new street and road types alter the traditional “movement
versus access’ dichotomy in roadway use. The Woonerf in the Netherlands, for example --
literally, "living space” -- is a street designed specifically to put pedestrians, cyclists, and even
parked cars, into the street space normally reserved for through-going motorised vehicles. The
logic behind the Woonerf is that automobile drivers experience themselves as not the sole users
of astreet, and thus take extra precautions when driving onit. Such afacility represents the
boundary area between atransportation facility per se and an urban enhancement.

The Woonerf is an example of the growing interest in the "urban amenity" aspect of
transportation facilities. Jacobs (1993), for example, argues that the loss of urban amenity in
highly engineered roads such as the urban or suburban "arterial" creates an inhospitable
environment for the pedestrian and cyclist while providing little substantia benefit for the goal
of movement of motorised vehicles. In hissurvey of arterials and boulevards from around the
world, he finds that properly designed, the latter are capable of moving nearly as much traffic
as the former, while enhancing the experience and enjoyment of both pedestrians and
automobile drivers. He aso finds no statistical evidence to suggest that well-designed
boulevards are inherently less safe than arterials, which is one of the engineer's principa
objections to boulevards.

In the developing world, the controversy between capacity expansion and traffic restraint is

clearly visible in the various attitudes found from country to country vis-aVvis non-motorised

vehicles (NMVs). Even within Asia, where two- and three- wheeled non-motorised vehicles

have been part of the transportation fabric for over a century, attitudes differ sharply. Formaly,

Indonesian policy in cities such as Jakartais to discourage them, under the justification that

they hinder motorised traffic, contributing to congestion, pollution, and inefficient vehicle

operation. In China, on the other hand, alongside an aggressive policy to expand motor vehicle

capacity, bicyclefacilities are still given serious formal treatment among transportation

engineers. Replogle (1991) reports the following categories of NMV facility provisionin

China

» Specid Bicycle Roads -- bicycle-only thoroughfares -- in development for the CBD of Shen
Zhen City.

»  Semi-independent Bicycle Roads -- next to automobile facility but physically separated

* Non-independent Bicycle Roads -- next to automobile facility, not physically separated

* Mixed Traffic Roads

* Pedestrian-Bicycle Roads -- roads dedicated to pedestrians and bicycles, which share space.

The GHG benefits of encouraging versus discouraging NMV transportation in an urban
network are an open question, as the benefits of encouraging NMV's must be balanced with the
loss of efficiency of the motorised vehicles that remain on the roads.

24  Enhancementsto Public Transport and Other Alternativesto Road Transport

Formally, public transit consists of vehicles operating on fixed routes, with published fares and
schedules, and allowing anybody on board who presents themselves for boarding and is
prepared to pay (or has paid) the fare. Paratransit consists of all the permutations in between
(i.e. some but not all of the conditions apply). Examples of paratransit servicesinclude taxis,
jitneys, dia-a-ride services, airport transfer services, company van shuttles, and even tour
buses, as well as non-motorised modes, such as bicycle-rickshaws. Paratransit is quite
important in many developing countries, both in the formal and informal sectors.
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The principal advantage of public transit is that it can move more people more efficiently than
private transportation. Since the vehicle tendsto be larger than private transportation vehicles,
a passenger-kilometre can occur using significantly less road space and energy than on private
motorised transportation. The throughput capacity of various modesis compared in Table 2,
which is adapted from Replogle (1991).

Table 2. Comparison of Throughput Capacity for Various Modes

Capacity Operating
Speed
(persons per hr  (kms per hour)
per meter of
Mode lane-width)
Pedestrian 3600 4
Bicycle--mixed 1330 10-14
Bicycle--bikeway 1800 10-18
Cycle-rickshaw 650 6-10
Automobile--mixed 120-220 15-25
Automobile--motorway 750 60-70
Bus--mixed 2700 10-15
Bus--busway 5200 35-45
Trolley bus 1300 10-15
Tram 3000 12-15
Light rail 3600 25
Rapid rail 9000 35
Suburban rail 4000 45
Taxi 400-720 15-25
Paratransit & minibus 1100 12-20

Although public transportation can move passengers more efficiently than cars, it does not
necessarily do so; a car with a single occupant is much more energy efficient than abuswith a
single occupant. Public transit is effective (both for congestion and CO, emissions reduction)
only when passenger occupancies are above a certain threshold (for example, about 10 to 12
persons seems to be the CO, emissions reduction threshold for the San Francisco Bay Area
according to Gorham (1996), depending on particular factors) and even then, only when transit
enhancements induce mode switching, as opposed to simply inducing growth®2!

Circuitry in transit routing can also be afactor in the effectiveness of transit as a CO, reduction
strategy, since transit trips tend to be less direct than automobiletrips. A rule of thumb isthat
public trangit trips are between 5 and 50% longer than the crow-flies distance, depending on the
traffic network and the length of the trip. For paratransit trips (such as dia-aride or shared-ride
taxis), though, this may be significantly higher. Nevertheless, where load factors are high
enough, circuitry may be arelatively insignificant factor in transit CO, emissions.

A final consideration iswhether the transit enhancements occur on mixed or dedicated rights-
of-way. Thisconsideration is particularly important for urban areas. On dedicated rights-of-

%2 Mode switching does not necessarily need to be for existing trips. It can be that a given growth in trips can be
diverted from one mode to another. For example, some countries claim CO2 reduction for development of high-
speed rail networks. Thisisjustified if it can be shown that the trips that occur on the rail network would have
occurred anyway, on adifferent mode. But if the high-speed rail induces travel, then claiming credit for CO2
reduction is misplaced.
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way, transit enhancements might substantially decrease travel times (both on transit, and on the
roadways the transit vehicles no longer use as heavily.) The convergence and growth principles
discussed in the preceding section may occur, therefore, on both modes. If the transit
enhancements occur in mixed rights of way (adding buses, for example), operating conditions
for al vehicles may be negatively impacted if the roadways are already at or near congested
levels. There may be offsetting benefits, however, in changesin modal structure.

Policies which enhance transit service generaly target four areas of service: expanding service
to existing areas by increasing frequencies and reducing travel and wait times or extending
hours of service, expanding the geographic extent of service (for example, expanding metro or
light rail systems), enhancing passenger comfort or safety (for example, building anew
intermodal facility), and reducing fares (i.e. subsidising service). On the freight side, enhancing
alternativesto road transport involves investment in rail and port facilities, expanding the share
of internal waterway and coasta shipping activity, and encouraging "piggy-back” activities for
longer distance travel so that containerised freight might take advantage of non-road modes for
significant segments. In many countries, regulatory reform might aso be an important focus of
effortsto make rail and water more viable aternatives to road transport.

Schimek (1996) has shown that, in highly motorised, high-income regions, investing transit
money in reducing travel and waiting times (increasing frequencies) and increasing geographic
extent of service is both amore effective (maximising ridership) and efficient (minimising
costs) use of scarce transit money than reducing fares. Whether such aresult is applicable to
developing countries or regions with arelatively small number of choice ridersis an open
question.

In addition to direct spending on these enhancements, national and metropolitan governments
might a so undertake regulatory and other reforms to introduce more competition into transit
and paratransit service provision. For example, governments might change regulationsin order
to formalise previoudy informal paratransit or jitney services, or introduce competitive bidding
for public transit provision contracts. Such regulatory reforms might positively impact any or
all of the four areas of service described above with minimal cost to the public sector.

The city of Curitiba, Brazil, has had perhaps the greatest success with transit enhancements, all
the more so because these enhancements have been relatively low-cost ones. They were
undertaken throughout the 1970’ sin concert with long-range, well-conceived, and, particularly
important, well-executed land-use planning. Five existing arterial roads radiating out from the
city centre were identified as foci for devel opment, while automobile access to the city centre
was restricted for private motorists. Bus service was expanded and concentrated on these
arterias at the same time that road traffic was diverted or otherwise encouraged onto other
roads. Dedicated bus lanesin the centre of the arterials accommodate express bus service using
articulated buses to the city centre. This bus system iswell known throughout the world for
having innovated boarding tubes -- elevated platforms on the sidewalk that patrons pass
through aturnstile to enter, and which alow rapid boarding and alighting of multi-doored
buses, like ametro. Thisvastly increases the capacity of the system at peak, at afraction of the
cost of ametro. Asaresult of these enhancements, Curitiba s bus-based transit system isthe
most effective in Brazil (that is, it has the most riders per operating kilometre). Rabinovitch
(1993) indicates that 20% of bus riders formerly commuted by automobile, and the same source
estimates that this strong ridership resultsin asaving of 27 million liters of fuel per year.
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25 Policiesto I nfluence Vehicle Fleet Demand

V ehicle ownership choices not only directly affect the energy intensity (and fuel mix) of the
vehicle fleet asawhole, but also indirectly affects the amount of transportation activity. The
strength of this multi-faceted influence of vehicle fleet ownership isindicated by the high
degree of correlation between per capita energy consumption in the entire transportation sector
and automobile ownership in industrialised countries.

An important research and policy question is why vehicle ownership seemsto have such a
strong influence on many different factors. Much of the reason probably has to do with the
nature of household transportation investments: the costs associated with automobile ownership
tend to be “sunk” costs. Oncethe vehicleis acquired and registered, the marginal cost of
vehicleuseisminimal. Policiesthat ater the costs of vehicle use, as discussed above, might be
part of a strategy to break this strong link between vehicle ownership and energy consumption.

If governments are serious about CO, emissions reduction, they may need to look at both
policies to influence the types of vehiclesthat consumers demand, and policies that restrain the
growth in vehicle ownership. Severa very real political constraints need to be taken into
account in addressing the strategy of ownership restraint. First, automobile ownership is often
associated with genera well being and economic development. The figure below shows the
strong correlation between vehicle ownership and per capita GDP.
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If therisein GDP per capitais driving the growth in vehicle demand, vehicle restraint policies
may be reasonable. On the other hand, if the growth in vehicle demand is influencing the
increase in GDP, then restraining vehicle demand may have negative economic consequences.
The limited evidence from industrialised countries such as Denmark and the Netherlands, as
well asthe newly industrialised city-state of Singapore -- al of which have either pursued
aggressive vehicle restraint policies or had high vehicle acquisition and registration fees (which
effectively restrains vehicle ownership) -- suggests that vehicle ownership can be restrained
without inhibiting economic growth. Whether the strong coupling of GDP and car penetration
holds for devel oping countriesis a matter of contention.
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Second, in countries with no domestic automobile industry, a policy to restrain car ownership
might betied to alarger development goal of maintaining an acceptable level of balance of
trade. In countries with an existent or a nascent automobile industry, on the other hand, it may
be difficult to balance a development strategy which entails the growth of that industry with a
strategy that calls for restraint of ownership.

Third, astrategy which seeksto restrain growth in automobile ownership risks hindering the
natural turnover cycle of the fleet, that is, the replacement of older vehicles with newer ones.
Vehicle turnover, however, should be encouraged, both because newer automobiles tend to be
more engine efficient, and less emissive of local pollutants such as carbon monoxide and
volatile organic compounds, and also because |less polluting aternative propulsion technologies
may become available. The latter reason is particularly applicable to countriesin the process of
trying to shift from aleaded to an unleaded gasoline vehicle fleet.

Finding ways of restraining the growth of the vehicle fleet while not hindering the turnover of
vehiclesis particularly tricky. A system of variable registration fees, depending on whether one
is registering a replacement or non-replacement vehicle, is one possible way of addressing this
Issue, but it raises equity questions as those households and firms already possessing avehicle
are advantaged over those which do not. A potentially more promising approach isto price
both acquisition and registration, such that acquisition costs are relatively high to begin with,
and registration costs are at least linearized -- and more idedlly, increase progressively -- over
thelifetime of the vehicle asit ages. The fee structure would be set up such that after a certain
amount of time, it becomes more economical for a household or firm to purchase a new vehicle
than keep the old one. Such a strategy, however, may require enormous increases in the
lifecycle costs of the automobile.

Singapore has addressed thisissue since 1990 by auctioning off license plates, through a
formula based on vehicle scrappage rates and progressin road construction. Plates are
auctioned monthly, and prospective buyers of vehicles are not alowed to purchase them until
they show that they have acquired the necessary plate. Revenues from the auction are used to
finance transportation construction and management projects. The schemeisjudtified on a
number of grounds, not least of which isthe matching of supply with demand.

Other policiesthat might help restrain the growth of household and company vehicle fleets
include taxing the val ue associated with company-provided vehicles as ordinary income, and
using various policy mechanisms to minimise space for residentia storage of vehicles,
especialy in urban areas. Thislatter can include, for the formal sector, land-use regulation
(zoning and/or covenants) and incentives to developers to minimise parking.

In addition to an objective of restraining overall levels of vehicle ownership, policies might try
to influence types of vehicles owned. For example, policy instruments can be used to provide
incentives for households and firmsto acquire vehicles that are less CO, emitting. One option
isto peg acquisition and registration fees to the motive efficiency of the vehicle, or some
variant of that measure. Similar policies are quite appropriate to and often used in the road
freight sector.

The objective in the above case is to reduce vehicle overconsumption -- that is, a household’s or
firm's acquisition of avehicle that islarger or heavier than its ordinary needs. Anaytically, this
might be understood as the vehicle stock’s capacity mix intensity, that is, the intensity of the
mix of vehicles and vehicle sizes relative to the needs and uses to which they are put.
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(Mathematically, capacity mix intensity is expressed as the number of joules or watt-hours per
passenger kilometre travelled or tonne-kilometre moved, and is ssimply the motive intensity
divided by the load factor). The capacity mix intensity provides an indicator of the amount of
total energy necessary to move a given number of people or agiven amount of freight over a
certain distance, for a given stock of vehicle sizes and characteristics. The policy goal hereisto
reduce the power needed to move atonne or person kilometre by better matching vehiclesto
loads.

Policy measures might also target more directly the overall efficiency of the car bought, rather
than the size per se. For example, registration fees might be set so that, within each weight
class, more efficient cars would be less expensive to register. With such a policy, however,
care needs to be taken that the fee structure does not inadvertently induce vehicle ownersinto
buying a heavier class of vehicle than they might otherwise have purchased. Analysts need to
be aware that increasing fuel efficiency of automobiles without an attendant increase in fuel
priceswill produce an income effect -- that is, the cost of automobile useislowered for agiven
distance driven. How large or what the actual response of such an income effect might be are
subjects of debate, but it islikely that some of thisincome effect might feed back and induce
growth in vehicular travel.

A related policy measure that might address overal vehicle intensity, or power-motive intensity
or engine intensity separately, (and, eventually, fuel mix -- to encourage aternative fuelled
vehicles, for example) isthe use of "feebates’. Although the mechanisms can be somewhat
involved, at the simplest levels "feebates’ are a system of cross-subsidies within the vehicle
fleet sector, whereby purchasers of "wrong" vehicles pay purchasers of "right” vehicles.
Wrong and right can be defined by weight, propulsion system, power-motive intensity, engine
intensity, overall fuel intensity or fuel used. One advantage to feebates over, say,
straightforward registration and licensing schemes is that they can be revenue neutral.
Although there is no empirical experience with feebates, their effects have been simulated in
the United States using vehicle choice models, and have been shown to reduce fuel
consumption by six to eight percent while enhancing net social benefit in all scenarios
simulated (Davis, et. a. 1995).

26 Policiesto Influence Vehicle Fleet Production

The range and effectiveness of policiesto influence motor vehicle supply is very much
determined by whether a country has a domestic automobile industry. Countries with no
domestic automobile production can have little direct impact on vehicle production, although
they may be able to influence the type of vehiclesimported into the country. Thisis particularly
true for countries with avery strong second-hand car market (in relation to the new car market.)
Most of the discussion in this section pertains to countries with domestic automobile
manufacturing.

Vehicle supply-side policy can target fuel mix (conventional, aternative-fuelled and non-
motorised vehicles) engine intensity, motive intensity, or both. In addition, supply-side policy
options might also help target the appropriate "capacity mix", as discussed in the previous
section. Separating engine intensity and motive intensity in policy formulation has two
advantages. First, it ensures that technological improvements will be channelled first into
efficiency advances, rather than into other aspects of vehicle performance, such asvehicle
power, comfort, or accessories. The experience in the United States, for example, suggests that
there has been constant improvement in engine efficiency over the past twenty years, but,
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following the fleetwide attainment of basic Corporate Average Fuel Economy (CAFE)
standards in the mid-1980's, the gainsin engine efficiency have been eaten up by declinesin
motive efficiency, caused mostly by the increasing weight and/or power of vehiclesin most
classes (Schipper 1995). Second, by focusing policy and incentives on reducing motive
intensity, innovation in the non-motorised sector is put on more equal footing with that in the
motorised, and technological advancesin the latter might be applied to the former.

There are essentially three types of policiesthat can affect vehicle supply and production:
regulations and mandates, transfers and subsidies, and tradabl e permits. Regulations and
mandates refer to obligations that vehicle manufacturers must fulfil, or face penalties from the
state. While often used interchangeably, regulations usually pertain to specific actions a
producer must take, while mandates generally refer to a performance standard to which they
will be held. For example, aregulation may require vehicle manufacturersto build only
catalysed engines, while a mandate may require a manufacturer to sell a given percentage of its
production as alternative-fuelled cars.

Transfers and subsidies usually are in the form of research and development moneysthat are
made availabl e to vehicle manufacturers for technological advancesin engine intensity, motive
intensity, or dternative-fuels. Quantifying the benefits of such R & D programs can be
difficult, though.

Tradable permits are a market-based aternative to mandates. Generally, these establish
performance criteriafor al competitorsin the industry. Firmsthat exceed the performance
criteriacan sell creditsto firmsthat do not, producing a net (industry-wide) effect at the level of
the original performance criteria. A system of tradable permits can work only where there are
enough playersin the industry that an adequate market for credits can develop.

Whichever of these methods is used in a supply-side strategy, the overall goal isto induce
manufacturers to produce more efficient vehiclesin the face of its two overriding concerns:
keeping production costs down and maintaining consumers' interest in the vehicle. The
manufacturers’ interest is not simply in not losing market-share; were that the case, it should be
fairly straightforward to convince them that any of the above strategies would still keep the
automobile market competitive. Rather, manufacturers are concerned about inducing a slump
or some other radical change in the vehicle market as awhole (see, for example, Santini 1989),
which might depress the entire industry. Analysis and the solutions proposed must address
these issues.

2.7 Policiesto I nfluence the Built Environment

This section and the next discuss aspects of the built environment. We discussfirst land
"suppliers"; public and private entities that improve land for settlement; the next section will
discuss policies oriented toward the household or firm facing location choices. In the informal
sector of many urban economies, aswell asin the rural sector, however, the two may be
indistinguishable. The discussion that follows pertains for the most part to the urban sector.

In rapidly growing regions, the ability to control and direct physica settlement patternsis
probably the single most important aspect to controlling and restraining the growth of energy
consumption in the transportation sector in the long run. Much of the opportunity for
influencing the built environment lies explicitly in the domains of economic devel opment or
housing policy, often at the regional or subregional level. The agencies and ministries
responsible for these areas of government policy may have little interest in transportation-
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related GHG reduction, and might see little connection with their portfolios, even if they did.
Similarly, many transportation or environment officials might conclude that economic
development and / or housing policy is beyond their control, and conclude that they should not
spend their time on such "tangentia™ policies. Urban settlement patterns determine, in the long
run, not only the nature of the transportation system and the energy consumption associated
with it, but also the extent to which system users will respond to targeted transportation and
energy policy initiatives.

There exists, then, in many countries an ingtitutional and spatial mismatch in the mechanisms
for planning urban settlements and transportation (Dimitriou 1990). In many lower-income
countries, these mismatches are exacerbated by athird: formal planning and policy ingtitutions
that attempt to exert control over largely informal settlements, such as squatter settlement or
"shanty" towns. Thereis growing recognition of the real linkages between the formal and
informal sectorsin urban land systems (Durand-Lasserve 1990); consequently, the physical and
organisationa structure of the informal housing sector is different for different regions and
countries. Nevertheless, in order for there to be even modest coordination between
transportation planning (particularly infrastructure development) and land development, the
housing and land devel opment sector must be formalised as much as possible, although this by
no means implies rejecting the ingtitutions and mechanisms of the informal sector (Siddiqui and
K han 199023

Urban and rura development strategies can provide significant opportunities for governments
to influence the built environment to reduce transportation demands in the medium and long
runs. Thereis growing recognition of the impact of development strategies on transportation
and demand growth (Dawson and Barwell 1993, Simon 1996, Dimitriou 1992). An integral
part of thisisthe transition from the standard objective of mobility to the more meaningful but
difficult concept of accessibility. A "Basic Needs' approach to "transportation™” development
(see Dimitriou 1992) might put emphasis on ensuring that goods and services necessary for the
basic, day-to-day needs of a community are accessible rather than building transportation
infrastructure to enhance mobility. For example, the day-to-day transportation needs of arural
village are probably much better served by construction of awell in the centre of the village
than by constructing aroad to or from the village, even if the road went strait to theriver. The
former enhances villagers accessibility to water, the latter their mobility.

Programs such as " Sites and Services' might be instrumental to enhancing accessibility while
minimising the need for mobility. Sites and Servicesis astrategy pursued variously by the
international development community since the mid-1970's, with mixed degrees of success, as
an alternative to costly and slow public housing development, in growing regions with rapidly
expanding informal sector housing. In these projects, the public sector provides building lots,
basic infrastructure (usually water and electricity), and, usually, technical assistance, whilethe
occupants themselves build their own houses. Sites and Services strategies have been used in
as different urban environments as San Salvador, El Salvador, and Lusaka, Zambia.

A second, and related approach, isto strategically retrofit existing settlements to provide
services, including road, transportation, and even telecommunications infrastructure, to
previoudy ill-served areas. A well-known exampleisthe Orangi Pilot Project in Karachi. An
important aspect of this strategy isto identify the residents’ accessibility needs, and figure out

2 |nterested readers are referred to Farvacque and McAuslan (1992) for adetailed discussion of both the practical
and theoretical issues behind formalisation of the informal land sector.
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ways to minimise or eliminate their need to travel where possible in order to fulfil these needs
(Dawson and Barwell 1993). In rural communities, this might be reasonably straightforward
by better locating facilities such as agricultura supply stores, grinding mills, water and
firewood sources, etc. and by providing incentives for food storage (Dawson and Barwell
1993). In urban communities, the prospect of enhancing accessibility while minimising the
need for mobility istrickier, since access to wage employment is probably one of the most
important functions of the urban transportation system. Decentralisation of employment is not
necessarily a solution, since there is no way of ensuring that each employer decentralisesto a
location where its employees reside.

In the formal sector, where large-scale production of housing isincreasingly the norm in many
cultures -- both from the public and private sectors -- settlement patterns which reduce
transportation energy requirements can be influenced by both the housing mix and the design of
what is actualy built. Housing mix affectsthe overal density of anew area, and density, ong
with other physical attributes of a neighbourhood, is associated with lower energy-intensive
modes such as transit or walking (Pushkarev and Zupan 1977). In addition, housing of any
level of intensity can be designed so asto facilitate pedestrian, cycling, and transit trips (Van
der Ryn and Calthorpe 1986).

The spatia (and temporal, for that matter) aspects of retail opportunities aso present challenges
to urban form in developing countries. The norm in industrialised countriesincreasingly isto
segregate retail physically from the rest of the urban fabric with vast expanses of parking
facilities that are not conducive to walking or transit. The justification has traditionally been
that offstreet parking provision is necessary for acommercial centre to compete with other
centres and attract customers. Critics point out that this justification is both a self-fulfilling
prophecy and avicious circle (Calthorpe 1994, Cervero 1989). The less hospitable the walking
environment is, the more people will driveif they can, and the more the settlement pattern will
change to reflect the growth of the motorised population. Regionswith fairly strong separation
of the spheres of production and consumption (i.e. one or both occurring predominantly outside
the home), such asin Southeast Asiaand Latin America, are particularly at risk of embarking
on thisvicious cycle.

In industrialised countries, retail activity not only takes place increasingly at physicaly
separated commercial centres, but aso through increasingly centraised facilities. The corner
store has given way to the neighbourhood grocery store, which may in turn be giving way to
the subregional supermarket. This centralisation has been associated with more vehicular
household travel to accomplish household chores (Giuliano 1986). One open question,
however, iswhether there has been a decrease in freight activity (tonne-kilometres of freight),
as goods no longer need to be distributed to the very local levels. Inindustrialised countries,
this benefit may have offset somewhat the rise in motorised household chore making. This
possible offset notwithstanding, it isunlikely that a similar benefit would accrue to many
developing countries embarking on a similar development pattern, since a significant amount of
non-motorised freight traffic would be displaced by increased household mobility, aswell as
truck traffic.

In the formal sector, the principal methods of influencing what gets built where are land-use
control powers, which can broadly be defined in three categories, depending on the leve of
intervention by the state. Thefirst is state control of land and/or housing production (the public
sector controls land). The second is land-regulation, zoning, and planning (the private sector
controls land, subject to constraints placed by the public sector). Third, land-use may be
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controlled by covenant or contract. (The private sector controls land, subject to constraints
placed by previous owners, who may be public or private actors.) Which of these should be
used depends on local and national priorities, aswell as the nature of land-markets and
common law related to land in agiven country. In practice, acombination of al of these
methods will probably need to be used for effective policy implementation. In many countries,
the state power over land is vested in or otherwise delegated to local or regiona authorities.
The ability of national governments to influence land policy, therefore, may be moreindirect
than direct.

Changing the nature of the built environment hopes to impact primarily the distance per trip,
and reduce the relative importance of car-based modes to the benefit of walking, cycling and
public transport use (a shift toward less energy-intensive modes). It might also help to bring up
vehicle occupancies (for example, by making car-pooling more viable) and also make car-
sharing clubs amore redlistic choice for many people. It is difficult to assess, however,
whether land-use changes would have any impact on the number of trips generated from each
household, becauseit is not clear how changesin urban form influence decisions about whether
to make a given trip, and how such trips are chained with other trips.

On the technical side, changes in urban settlement structure should have no affect on engine
intensity, motive intensity, or fuel mix. Itisnot clear the effect such policies would have on
overall operating conditions. On the one hand, presumably higher densities and more
concentrated zones of activity would result in more transportation and access activity on streets
and roads with the same amount of capacity. On the other, since low density, car-dependent
growth is being constrained, roadways on the fringes of the urbanised area would have lower
amounts of activity than otherwise, and consequently would be less congested than they would
have been. Furthermore, as Levine (1996) has argued, the effects of compact land devel opment
on roadway traffic are likely to be similar to that of any other traffic restraint measure. Downs’
triple convergence principleislikely to hold. (Seediscussion of Downsin the section of
"Traffic Enhancement.”) Nevertheless, as argued earlier, pricing policies that might be able to
effectively restrain this triple convergence are more likely to succeed where urban settlement
patterns encourage alternate forms of transportation.

There are ahandful of metropolitan regions in the world which have had progressive and
foresighted planning and urban development policy vis-avis transportation and land-use, and
most of these are located in industrialised countries. It is difficult to prove that this progressive
planning has had abeneficial effect on transportation energy consumption in these regions
because: 1) it ishard to know how much transportation energy would have been consumed in
the absence of these policies; 2) it is difficult to determine whether the resulting land form
directly influences transportation energy consumption, or smply focuses and channels other
factors, such as socio-demographics, which arein turn the more powerful explanatory variables
behind observed differencesin energy consumption; and 3) planning and control over land use
and urban form are often carried out in concert with other policies (such as enhancement of
trangit), so it is not easy to isolate its effects.

Perhaps because of the fact that where land-use strategies are pursued aggressively, they have
been used in concert with other policies, evidence from around the world suggests that rapidly
growing regions which have sought to direct land use and growth as part of alarger
transportation strategy have succeeded in reducing transportation energy consumption.
Gorham (1996) shows that transportation-related carbon output per capitain the Stockholm,
Sweden Metropolitan Region is about one fifth of that in the San Francisco Bay Area, and that
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most of this differenceis attributable to differences in urban form (neighbourhood form and
regional structure.)

Outside the devel oped world, land-use controls seem to have been quite effective in Curitiba,
Brazil, Singapore, and Hong Kong, the latter two of which have successfully implemented joint
development strategies as part of the development of their metro systems. Singapore has
undertaken the devel opment of high-density, satellite suburbs as part of its heavy rail
Implementation strategy. These two cities have focused development around rail stations.
Curitiba, on the other hand, has focused its devel opment aong bus-transit corridors, which
finger out from the city centre. High-density residential and commercial uses are encouraged
along the corridor (just as these uses are placed in closest proximity to therail station in the
Singapore satellite suburbs,) Densitiesfal off with increasing distance from the transit
corridor. This has the effect of concentrating over 60% of the residential population within
walking distance (usually taken to be about 1/4 mile or 400 meters) of thetransit line
(Rabinovitch 1993).

2.8 Policiesto I nfluence Household / Firm Location Choices

Since land and housing markets can be fundamentally different in different countries, we can
only suggest the broadest outlines of what a demand-side strategy might entail. The extent of
government involvement in residential housing provision can vary widely. The state might
actually construct housing, provide direct financing (subsidised or otherwise) to both suppliers
and consumers of housing, or indirectly support the market by providing credits or guarantees
to both suppliers and consumers. In addition, the state might provide tax incentives to both
suppliers and consumersin al or particular subsectors of the housing market. Tax relief for
mortgage interest or rent is an example. Similarly, regiona or local governments might also
take on any of the above functions. The nature of the policies pursued in this policy group,
therefore, would depend on the state’s relationship to the housing market asawhole. Inthe
formal sector with an active private market which provides housing for a reasonably broad
cross-section of the market, for example, the state might subsidise "energy-efficient” mortgages
to households purchasing aresidence in alow transportation-intensive area, such as near an
activity centre or transit line (Holtzclaw 1994). At the present time, the "energy-efficient
mortgage" is merely conceptual; it has not been tried anywhere. In markets where the state
itself supplies much of the housing, it might price that housing so as to favour high-density,
high accessibility units over lower-density ones. For theinformal sector, such a strategy might
entail formalising title or other occupational rights (or prioritising the formalisation process)
according to whether a settlement meets certain transportation-intensity criteria, such as
density, orientation to street and pedestrian ways, etc.

To influence firm location choice, governments might use the equivalent of an "enterprise
zone", identified not only as part of an economic development strategy, but also according to
transportation criteria. An enterprise zone would be a physically delineated part of a city where
businesses that set up operations receive favourable tax status and possibly some other bonuses,
relative to businesses that do not. The expected impacts of such policies are similar as those of
the previous policy group.

For freight, a demand-side policy would need to be even more comprehensive, and probably
more controversia. Influencing smply the location of a production facility, for example, might
be relatively ineffective, if the entire production processis highly scattered and, by definition,
freight intensive. Whether and how governments might influence these processesin their
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totality is questionable, and both, plus the extent to which governments would be inclined to do
s, depend strongly on local conditions. The growth of just-in-time delivery production
systems, for example, comes from the growth of "zero-stocks" production techniques. By
understanding better what is driving the demand for "zero-stocks" production -- for example,
real estate costs of warehousing, excessive depreciation costs of stocks for certain industries,
etc. -- governments may be in a better position to design holistic policiesto induce less freight-
intensive production processes.

29  Poaliciesto Influence Public Attitudestoward Transportation

Thefinal policy group pertains to those policies that seek to alter the public’s perceptions of
transportation (and related lifestyle choices) -- and, hopefully, their behaviour. This group
could include media campaigns (television/radio/billboard advertisements), youth education
programsin schools, and adult driver education programs. Such efforts to influence public
attitudes, including acceptance of other governmental policies, could in principle target any of
the basic elements discussed at length in the previous chapter. For example, they might try to
encourage travellers to carpool, tout the benefits of public transportation (induce mode
shifting), try to induce people to chain their trips more (reduce trip generation rates), or smply
tout the benefits of more efficient vehicles. Similarly, driver-education campaigns, which
could belinked to license or insurance requirements, might offer programs or curriculawhich
stress less wasteful methods of driving -- for example, altering accel eration/decel eration habits
or instructing on more efficient use of gears for manual transmissions.

Campaigns may be interactive as well as uni-directiona. Instead of conceiving of acampaign
assimply away of getting information out to travellers, it might be atool to exchange
information, whereby valuable information about how households make transportation
decisionsis collected at the same time that "public awareness' information is disseminated.

Innovative methodol ogies involving such two-way information exchange are being
experimented with in the United Kingdom, under the HeadStart and Travel Wise programs.
Under these programs, households are surveyed to ascertain their current travel behaviour.
Next, household interactions are explored by atransportation speciaist using stated preference
and gaming techniques such as Household Activity Transportation Simulation (Jones and Dix
1978). The specialist then makes specific recommendations to the household about how its
members can maintain their current level of outside-the-home activity participation while
reducing reliance on and use of the automobile. The household isthen re-surveyed at alater
date to determineif there is any noticeable change in travel patterns. Such atechniqueis, of
course, very expensive, since it works household-by-household. Nevertheless, for regions
where air quality deterioration or congestion are (or may become) an acute problem, it may be
an important if small part of a broader strategy. The city of Sydney is establishing asimilar
program in preparation for the 2000 Olympic Games.

A similar -- but smaller scale and higher profile -- program was attempted in Charlotte, North
Carolinain 1989. Aspart of aTV-based "traffic mitigation" campaign developed by the
University of North Carolina, aTV crew followed afamily around in their daily trip-making
for one whole day, and the results were submitted to a "traffic analyst", who commented and
made suggestions to the news reporter of how this family might have avoided contributing to
congestion. Unfortunately, the effectiveness of the effort was not measured. However, the
report was aired in conjunction with the establishment of carpool/ridepool phone bank, and the
resulting volume of calls was considered to be low (Harigen and Casey 1990).
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Predicting the effects of education or public awareness campaigns can be difficult. The most
widespread method of determining the effectiveness of a public awareness or smilar campaign
Isto look at past successrates, or success rates with pilot projects. Unfortunately, it is often
difficult to know what changesin traveller behaviour to attribute to the initiative in question, as
opposed to changes in the underlying conditions giving rise to particular choices.

Itislikely that the effects of a campaign to ater public attitudes toward transportation will be
barely perceptible, especially in the short run. But it may prove to be quite useful as part of a
broader CO, mitigation strategy in thelong run. Furthermore, while such a campaign may
have little short-term effectsin terms of actua behaviour, it may nevertheless prove an
invaluable tool to sell other transportation-related GHG policies to the public. These
considerations need to be borne in mind when devising an anaytical strategy for evaluating the
benefits and costs of public awareness campaigns. Too narrow an objective or too short atime
frame may |lead to the erroneous conclusion that public awareness campaigns are |ess effective,
and less efficient, than they are.

3.0 Conclusion

The range of policy options available for greenhouse gas reduction strategies from the
transportation sector clearly extends beyond the realm of what has been considered
“traditional” transportation policy options, potentially encompassing housing, land-use, and
even economic development policy aswell. Nevertheless, while many governments have
talked about these related areas, few have actually been successful at implementing
transportation-rel ated policiesthat address them. It isimportant to note that those that have --
for example, Curitiba, Hong Kong, Stockholm, Singapore -- seem to have successfully reduced
energy consumption and greenhouse gas emissions in the transportation sector.
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